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Abstract 

Rational: When individuals choose between rewards occurring at different times, they 

devalue rewards that occur after a delay, a phenomenon known as delay discounting. Delay 

discounting procedures involving choice between small immediate rewards and large delayed 

rewards are used to study impulsivity in rodents and to investigate the underlying 

neurobiological mechanisms. Objectives: To develop a novel delay discounting procedure that 

adjusts the delay value based on the rat's most recent choices. Methods: Compared to 

previously-developed procedures, we required a more consistent demonstration of preference, 

five consecutive choices of the large or small reward, a criterion that is more likely to reflect 

deliberate choice by the animal, as opposed to two consecutive choices, which has a 50% 

chance of occurring randomly. In addition, delays were changed in steps of 5 sec (rather than 

1-sec), because 5-sec increments should be more easily discriminated and may produce a 

more distinct effect on choice. We characterized the procedure behaviorally by manipulating 

the duration of the session and the consecutive-choice criterion, and we investigated the 

stability of the behavior upon interruption of training. We also characterized the procedure 

pharmacologically, by investigating the effects of dopaminergic compounds. Results: We 

found that our procedure rapidly establishes a baseline of choice behavior that remains stable 

over time and is highly sensitive to manipulations of the dopaminergic system. Conclusions: 

This procedure may provide a useful tool for investigating the neurobiology of inter-temporal 

decision-making. 

Keywords: Decision-making, cognition, intertemporal discounting, dopamine, addiction, 
psychostimulants,  
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Introduction 

 All else being equal, a reward that can only be received after a delay is considered less 

valuable (i.e., discounted) relative to a reward that can be received immediately (Ainslie, 

1974). When potential rewards vary not only in the amount of temporal delay but also in the 

magnitude of reward value, decisions are based on a tradeoff between these qualities. 

Individuals that are more sensitive to delay and show excessive discounting of delayed 

rewards are considered to be impulsive (Ainslie, 1974; Broos et al, 2012; Evenden and Ryan, 

1996; Mazur and Coe, 1987; Odum, 2011), showing a sort of time myopia (Monterosso et al, 

2001).  

 Impulsive choice is associated with neuropsychiatric conditions such as drug addiction 

(de Wit and Richards, 2004; Leeman and Potenza, 2012; Madden et al, 1997; Monterosso et 

al, 2001). Animal studies have shown that individual differences in impulsive choice 

influence the risk of developing addiction-like behavior (Perry et al, 2005) and relapsing to 

drug use after a period of abstinence (Broos et al, 2012; Diergaarde et al, 2008). Conversely, 

chronic administration of drugs has been shown to induce long-term increases in impulsive 

choice (Mitchell et al, 2014; Simon et al, 2007). Therefore, a better characterization of the 

neurobehavioral mechanisms involved in impulsive choice behavior may improve our 

understanding of addiction and other psychiatric disorders, eventually leading to new 

therapeutic strategies.  

 In laboratory animals, choice between small immediate reward and large delayed 

reward is usually studied by providing two response levers in an operant-conditioning 

chamber. Pressing one lever immediately results in the delivery of a single food pellet, and 

pressing the other lever produces a delay period followed by several food pellets. In a widely-

used approach initially developed by Evenden et al (1996), the delay associated with the large 

reward progressively increases from 0 to 60 sec over the course of each daily session. This 
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general approach of progressively increasing the delay is used in many different laboratories 

to investigate the pharmacology and neurobiology of impulsivity (Cardinal et al, 2000; 

Evenden et al, 1996; Evenden and Ryan, 1999; Ghods-Sharifi and Floresco, 2010; Pattij et al, 

2009; St Onge and Floresco, 2009; Winstanley et al, 2004). However, several studies have 

shown that choices made by animals in this paradigm can be biased by the order in which 

delays were presented within a session (i.e., progressively increasing vs. progressively 

decreasing), potentially leading to inaccurate estimation of the level of delay discounting 

(Craig et al, 2014; Slezak and Anderson, 2009).  

 An alternative strategy to assess impulsive choice is to use a self–adjusting approach 

that was initially developed in pigeons (Mazur et al, 1987) and then adapted for rats (Cardinal 

et al, 2002; Mazur and Biondi, 2011; Perry et al, 2005). In this adjusting approach, the delay 

associated with the large reward is determined by the animals’ choice behavior in the most 

recent trials, gradually increasing if the animal has been choosing the large delayed reward, 

and gradually decreasing if the animal has been choosing the small immediate reward. For 

example, in the procedure used by Perry in rats, the delay to the large reward increases or 

decreases in 1 sec steps based on the last two choices. On the other hand, 1-sec changes in 

delays may be too small to be discretely detected (i.e., less than a just-notable difference) 

especially when the delays are 10 sec or more (Namboodiri et al, 2014), and this could reduce 

the sensitivity and efficiency of the procedure. In another self-adjusting procedure, delays 

were incremented or decremented by a percentage of the delay (20 or 30 %), if animals make 

two consecutive choice on either the delay or immediate lever (Cardinal et al, 2002). 

However, patterns of choice in this procedure does not appear to be very stable and choices do 

not appear very sensitive to delay (Cardinal et al, 2002). Moreover, computer simulations 

indicated that "apparent stability cannot be taken as evidence of subjects’ titrating their 

preference between the two alternatives" (Cardinal et al, 2002).  
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 Analyzing these self-adjusting procedures, we identified two aspects that could be 

focused on to obtain behavior that is even more sensitive to delay and more clearly based on 

decision-making processes. First, we considered that a 2 consecutive-choice criterion might 

be ineffective for establishing deliberate choice. Indeed, once a response has been made on 

one lever the animal has a 50% of probability of responding on the same lever simply by 

chance. Furthermore, if the delay can change after every second response, the animal might 

not be exposed to the given delay enough times to fully sense its effect on the value of the 

delayed reward. Therefore, we required 5 consecutive choices on the same lever before the 

delay would adjust. Increasing this criterion from 2 consecutive responses to 5 leads to only a 

6 % (50% for four additional consecutive choices = 0.54) chance of meeting the criterion 

strictly by chance. This increases the likelihood that maintaining a stable delay reflects the 

real preference and choice of the animal. Second, small changes in delay might be more 

difficult to detect than changes that are closer to the reinforcer half-life (i.e., the delay at 

which a reinforcer's value decreases by half) in rats which has been estimated to be 5-10 sec 

(Mazur et al, 2011). Therefore, delays were adjusted in discrete steps of 5 sec. 

 The aim of the present study was to obtain a procedure in which 1) a stable baseline 

would be obtained quickly and would remain stable over time; 2) animals’ choices would be 

discrete and the decision-making process could be visualized (and eventually manipulated); 3) 

pharmacological and neurobiological manipulation could be easily implemented. We describe 

the behavioral characterization and pharmacological validation of the procedure with 

administration of dopaminergic compounds (Floresco et al, 2008; van Gaalen et al, 2006). 
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Materials and Methods 

 Subjects 

 Thirty-six (350-375g) male Sprague-Dawley rats (Janvier Labs, France) 

experimentally naive at the start of the study were used. After one week of habituation, 

animals were individually housed in a temperature- and humidity-controlled room and 

maintained on a 12-hour light/dark cycle (light on at 7:00 AM) with free access to food and 

water. One week before the beginning of the experiments, food was restricted to 

approximately 15 – 18g per day (4RF21, Mucedola, Italy) for a caloric intake of 

approximately 60-70 kcal/day, which maintained rats at 85-90% of their weight 

(approximately 350g). Feeding occurred in their home cages 1h after the experimental 

sessions. Rats had unlimited access to water. A few days before their first exposure to the 

operant chamber, rats were given three to five 45mg sucrose pellets (5TUT, TestDiet, USA) in 

their home cage to avoid a potential neophobia during testing. All experiments were 

conducted during the light phase. All experiments were conducted in accordance with 

European Union directives (2010/63/EU) for the care of laboratory animals and approved by 

the local ethics committee (COMETHEA).   

 

 Apparatus 

 Behavioral testing was conducted in operant chambers (Coulbourn Instruments, 

Allentown,PA, USA; www.coulbourn.com) within sound attenuating cubicles. Each chamber 

was equipped with a recessed food pellet delivery tray into which 45mg food pellets were 

delivered, located 2 cm above the floor in the center of the right wall. The tray was equipped 

with a photobeam to detect head entries and a diode light to illuminate it. Two levers were 

located 11 cm above the floor to the left and right of the food delivery tray at initial stages of 

training or on the opposite side during later stages of training. Diode stimulus lights were 
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installed above each lever and served as discriminative stimuli. A 1.12-W house light was 

mounted on the wall opposite to the food tray and levers. Test chambers were interfaced with 

a computer running Graphic State 4.1.14 software (Coulbourn Instruments), which controlled 

all events and data collection. 

 

 Behavioral Procedure 

 Lever Press Training 

 Rats were first trained to lever press during 4 sessions in which only one lever (either 

left or right, counterbalanced between subjects) was available in the chamber, on the same 

wall as the food tray. In these sessions a pellet was delivered after a single press (fixed ratio 1 

or FR1) or after a 30sec interval (fixed time schedule), whichever occurred first. 

Subsequently, both levers were located on the wall opposite the food tray during 4 more 

sessions in order to reinitialize behavioral sequences and avoid side biases. Presses on either 

lever were reinforced with a single food pellet delivery according to an FR1 schedule. All 

these training sessions ended after 30min or when 100 pellets were obtained, whichever 

occurred first. 

 Then, rats were trained in an amount discrimination procedure, where no delay was 

implemented. Each trial started when a head entry into the food tray occurred. Then, a single 

press on the small reward lever (associated with a red light cue) resulted in the immediate 

delivery of a single pellet, whereas a press on the large reward lever (associated with a green 

flashing light cue) resulted in the immediate delivery of four pellets. Pellet delivery was 

followed by a 30sec time-out leading to a new trial. The position of each lever was 

counterbalanced between subjects and was alternated every 2 sessions. Rats were trained on 

this procedure for approximately 10 sessions, until they developed a sensitivity to reward 

magnitude (i.e. a preference for the large reward over the small reward when both rewards 
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were delivered immediately). The position of the levers associated with small and large 

rewards was counterbalanced between rats, but, from this point on, it was kept constant for 

each individual rat throughout the remainder of the experiments. 

 

 Self-Adjusting Delay Discounting Procedure 

 The standard self-adjusting delay discounting procedure (Fig. 1) consisted of a daily 

45-minute session. Sessions were performed five times a week. A session was composed of a 

succession of trials in which the delay required to receive the larger rewards changed 

depending on the behavior of the individual animal. Increases and decreases of delay occurred 

in 5 sec discrete steps if animals showed a consistent preference for the large or small reward 

lever, respectively, as described below.  

 Each trial began with the illumination of the food tray. A head entry into the food tray 

switched off the food tray light and started the choice phase. During this phase, the houselight 

was turned on and a red light cue was illuminated above the Immediate Lever and a flashing 

green light cue was illuminated above the Delayed Lever. A press on either lever switched off 

the houselight and led to the delivery of food pellets (one or four) in the illuminated food tray 

with or without delay. Following any pellet delivery, the food tray’s light was extinguished 

and rats remained in the dark for a time-out period until the beginning of a new trial. The 

duration of the time-out was adjusted in order to keep the total duration of a trial constant at 

60 seconds and to avoid immediate choices becoming economically convenient. The 

maximum number of sucrose pellets that could be obtained in a session was 4 X 45 = 180 

pellets for a caloric intake of approximately 27 kcal. 

 

 The duration of the delay associated with the larger reward increased or decreased in 

5-sec steps (0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60 sec) each time the rat consistently 
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chose one lever for 5 consecutive trials, increasing when the rat consistently chose the 

Delayed Lever, and decreasing when the rat consistently chose the Immediate Lever. This 

essentially allowed the rat to adjust the delay. Since each session started with a 0-sec delay, 

the delay was expected to increase until it approached an indifference point, where a constant 

delay could be maintained if the rat showed did not consistently choose either the Delayed 

Lever or the Immediate Lever; if the rat came to consistently choose the Immediate Lever 

(presumably because the delay had increased beyond the indifference point), the delay was 

decreased. Modifications of this basic procedure were implemented in experiment 1 and 3 as 

described in the following sections. 

 

Experiment 1: Behavioral Characterization of the self-adjusting delay discounting 

paradigm 

 This experiment was designed to investigate how modifications of the basic paradigm 

would affect behavioral performance. 

 

Effect of switching lever associated with the large delayed reward 

In order to verify the sensitivity of rats reward magnitude and delay and to adapt their 

behavior accordingly, after 18 training sessions the lever associated with the large delayed 

reward was switched for 13 session and then it was switched back to the original 

configuration for 25 additional sessions. 

 

 Effect of increasing the duration of the sessions 

 To investigate whether the measure of impulsivity assessed with the self-adjusting 

delay-discounting paradigm depended on the duration of the task, animals were then tested in 

a 90 minutes version of the procedure instead of 45 minutes for 4 sessions. The average 
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values of these 4 sessions were used for the analysis. In these sessions, the maximum number 

of sucrose pellets that could be obtained in a session was 4 X 90 = 360 pellets for a caloric 

intake of approximately 54 kcal. 

 

 

 Effect of increasing the number of consecutive choices to change the delay step 

 To investigate whether the arbitrary 5-choice cut-off of the self-adjusting delay-

discounting paradigm had a significant effect on impulsivity measure, animals were tested for 

the next 4 sessions in a procedure in which 8 consecutive choices of the same reward were 

required to change the delay level. This arbitrary 8 consecutive choice criterion was chosen 

because this has a probability close to 1% (0.57), which resonates well with commonly 

accepted thresholds of statistical significance. Because the 8-choice criterion is, by default, 

associated with longer times to complete a step, the duration of the session was increased to 

90 minutes. The average values of the 4 sessions were used for the analysis  

 

 Effect of the interruption of training on the stability of impulsive choice 

 To investigate the stability of the baseline impulsive choice parameters, animals 

underwent a 3-week pause without any training. After this interruption, animals were re-

exposed to the original self-adjusting delay discounting procedure (45 minutes, 5-choice 

criterion) for 10 sessions. The average values of the last 4 sessions were used for the analysis. 

 

Experiment 2: Pharmacological validation of the self-adjusting delay discounting 

procedure  

 This experiment was designed to verify whether our self-adjusting procedure would be 

sensitive to manipulation of the dopaminergic system, as has been shown for other delay 
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discounting procedures in animals and humans (de Wit et al, 2002; Floresco et al, 2008; van 

Gaalen et al, 2006). When animals showed stable baseline levels of choice, treatment with 

saline vehicle or dopaminergic compounds was started and continued for several weeks. Each 

test consisted of a two day sequence in which animals received intraperitoneal saline (day 1) 

and then drug (day 2) injections before the session. Following a drug test day, rats were 

retrained until they again displayed stable pattern of choice, after which subsequent drug tests 

were administered (at least 2 days).  

 Amphetamine was tested at doses of 0.1, 0.3 and 1 mg/kg, given 10 min before testing. 

The D1 antagonist SCH23390 and the D2 antagonist Raclopride were administered at 0.01 

and 0.03 mg/kg, 20 min before testing. For combination testing with dopamine antagonists, 

we selected the 0.3mg/kg dose of amphetamine, which was the lowest dose that had 

significant effects on delay discounting.  

 

Experiment 3: Training and pharmacological manipulation using a self-adjusting delay 

discounting procedure with 10-sec step changes 

 This experiment was designed to investigate whether a procedure using 10-sec step 

changes in delay would provide profiles in delay-discounting behavior similar to those 

obtained with 5-sec steps. All phases of this experiment were performed with a procedure that 

was similar to the standard procedures described earlier in all aspects except that the increases 

and decreases in delays were imposed in 10-sec steps (0, 10, 20, 30, 40, 50, 60 sec). When a 

stable baseline was obtained animals were treated with amphetamine (0.1, 0.3 and 1 mg/kg), 

SCH23390 (0.01 and 0.03 mg/kg) or Raclopride (0.01 and 0.03 mg/kg). Given that these 

drugs alone did not produce significant effects on delay discounting, their combinations were 

not tested. 
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 Drugs 

 Amphetamine sulphate (Research Triangle Park, NC,USA), SCH23390 and raclopride 

(Sigma-Aldrich, www.sigma-aldrich.com) were dissolved in 0.9% saline and injected 

intraperitoneally at a volume of 1ml/kg. 

 

 Data Analysis 

 Percent choice of the large delayed reward was analyzed as a function of delay value 

and the condition manipulated within each experiment (e.g., session duration, drug treatment 

dose) using Proc Mixed (SAS Institute, Cary, SC, USA). Choice indifference delay (CID) was 

interpolated for each rat in each condition as the point where the rat's percent choice curve 

crossed 50%. Area under the choice curve (AUC) was also calculated as a summary measure 

for each rat in each condition, with higher values indicating less sensitivity to delay. The 

Holm correction procedure was used to maintain a 0.05 family-wise error level for all paired 

comparisons. For the CID and AUC measures (which were derived from percent choice data), 

Holm correction was applied to p values obtained from Proc Mixed; since the validity of these 

comparisons are not dependent on the omnibus F values for these analyses (Hancock and 

Klockars, 1996), the F values are not shown.   

The mean daily delay (MDD) represents a measure of individual, daily behavior of 

rats in the delay discounting procedure. It was calculated by multiplying the delay of each 

step by the number of trials at each delay step divided by the total number of trials. 

Differences in MDD were assessed by paired Student t-Test or one-way ANOVA for repeated 

measures. Results showing significant overall changes were subjected to Student-Newman-

Keuls post-hoc test. Differences were considered significant when p<0.05. 
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RESULTS 

Experiment 1: Behavioral characterization of the self-adjusting delay discounting 

paradigm 

Initial training, lever switch and baseline levels of impulsive choice behavior  

Two of the twelve rats failed to show consistent preference for the large reward (< 

80%) at delay 0 sec and were excluded from the analysis. Animals were trained on the 

standard self-adjusting delay-discounting task keeping constant the lever associated to the 

large delayed reward and the lever associated with the small immediate reward for 18 

sessions. During this period rats increased the MDD and tended to stabilize their behavior 

after approximately 15 session around 10-11 seconds (Fig. S1). We then switched levers and 

rats adapted their behavior switching their preference according to the size of the reward and 

the delay and, after about 10 sessions, they increased their MDD to levels that were similar 

(although significantly lower) to those shown initially (Fig. S1). It should be noticed that this 

was mostly due to two rats that had problems adapting their behavior and kept showing a bias 

for the lever initially associated with the larger reward. Starting at session 32, the position of 

the levers was switched back the initial configuration and rats were trained for 25 additional 

sessions. Again, within 10 sessions rats adapted completely their behavior and they exhibited 

a sensitivity to reward delay and discounted the value of the large reward as a function of the 

delay duration (Fig. S1). At the end of training, the mean CID value was 17.5 ± 2.1 seconds 

and the MDD was 10.5 ± 1.1. 

 

Effects of increasing the duration of the session  

To investigate whether the measures of impulsivity depend on the duration of the task, 

animals were tested on a longer version of the procedure (90 minutes vs. 45 minutes). Similar 
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to the performance obtained with the original version of the task, animals showed sensitivity 

to delay with decreased preferences for the delayed reward as the delay increased [Fig. 2A, 

main effect of delay: F(11,99)=63.7, p<.0001], with no significant difference between the two 

curves at any delay value. The CID (Fig.2A, Table 1) and the AUC (Fig.2B) obtained with 

this longer version of the self-adjusting delay discounting did not differ from those found in 

the 45 minutes version of the procedure. On the other hand, the MDD was significantly higher 

in this longer version of the procedure [T(9)=3.66, p=0.005]  (Fig.3C). 

 

Effect of increasing the number of consecutive choices to change the delay step  

To investigate the effect of the arbitrary choice cut-off on impulsivity measures 

animals were tested in a procedure in which the criterion to change the delay was increased 

from 5 to 8, keeping the duration of the session to 90 min to compensate for the additional 

time required to produce the responses. The curve obtained under this condition had a steeper 

slope that under the normal 5-consecutive choice procedure suggesting that sensitivity to 

delay was increased [Fig. 2D, criterion x delay interaction: F(11,99)=4.33, p<.0001], with 

significant differences between the curves at the 15, 20 and 25 second delays. CID (Table 1), 

the AUC [      ] and the MDD [T(9)=5.16, p=0.0006] for the 8-choice procedure were 

significantly decreased compared to the long version of the self-adjusting delay discounting 

procedure (fig. 2E).  as well as the pondered chosen delay for the 8-choice procedure were 

significantly decreased compared to the long version of the self-adjusting delay discounting 

procedure (fig. 2F).   

 

Effect of the interruption of training on the stability of impulsive choice 

After a 3-week period of interruption of training, rats were re-exposed to the initial 

procedure (45 minutes, 5 consecutive choices criterion) in order to test the stability of the 

impulsive choice behavior.  We found a similar pattern of choice of the delayed reward after 
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three weeks of cessation of training (Fig. 2G). There were no significant differences in CID 

(Table 1), AUC (Fig. 2H) or MDD over time (Fig. 2I).  

 

Experiment 2: Pharmacological validation of the self-adjusting delay discounting 

procedure 

For experiment 2, we chose the initial procedure with the criterion of 5 consecutive 

choices and the 45 min duration because it showed to lead to consistent behavior and 

appeared more appropriate to perform pharmacological manipulations. 

 

Initial training and baseline levels of impulsive choice behavior  

Two of the 12 rats were excluded from the data analyses because they did not show 

consistent preference (< 80 %) for the large over the small reward at delay 0. Animals showed 

sensitivity to delay by displaying a discounting curve and demonstrated stable baseline level 

of choice behavior after an average of 20 sessions which was similar to animals from the 

experiment one (Fig.S2 and S3). At the end of training the mean CID value was 16.1 ± 2.1 

seconds and the MDD was 13.0 ± 1.2.  

 

Effects of amphetamine on impulsive choice  

To investigate the effect of increased dopamine transmission on impulsive choice, rats 

received three doses of amphetamine (0.1 mg/kg, 0.3 mg/kg and 1 mg/kg). Fig 3A-B shows a 

dose-dependent effect of amphetamine with a significantly increased proportion of choice of 

the delayed lever at the doses of 0.3 mg/kg and 1 mg/kg compared to the saline condition, 

whereas the dose of 0.1 mg/kg failed to alter impulsive choice [Fig. 3A, dose x delay 
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interaction: F(27,243)=2.3, p<.0005], with significant differences between the saline curve 

and the amphetamine curves at delays of 20, 25 and 30 sec for the 1 mg/kg dose and at the 20 

sec delay for the 0.3 mg/kg dose. Both CID (Table 1), AUC [  ] (Fig. 3B) and MDD [F(3, 27) 

= 6.90, p = 0.0013] (Fig. 3C) increased significantly at the two highest doses of amphetamine. 

 

Effects of the dopamine D1 and D2 receptor antagonists on impulsive choice  

Animals were tested with different doses of dopamine D1 and D2 antagonists to 

determine the contribution of these two dopaminergic receptors on the modulation of 

impulsive choice induced by amphetamine administration. 

Administration of either 0.01 mg/kg or 0.03 mg/kg of SCH23390 induced a significant 

reduction of preference for the large delayed reward, as depicted in Figure 3D [main effect of 

dose: F(2,18)=4.8, p<.03; main effect of delay: F(9,81)=67.8, p<.0001], with significant 

differences between the saline curve and the SCH23390 curves at delays of 15 and 20 sec for 

the 0.03 mg/kg dose and at the 15 sec delay for the 0.1 mg/kg. CID (Table 1), AUC [   ] (Fig. 

3E) and the MDD [F(2, 18)= 7.722, p= 0.0019] (Fig. 3F)  were decreased by the 0.03 mg/kg 

dose of SCH23390. Similar to SCH23390, both doses of raclopride (0.01 mg/kg and 

0.03mg/kg) decreased the proportion of choice of the large delayed reward and shifted the 

delay-discounting curve to the left [Fig. 3G, main effect of dose: F(2,18)=3.8, p<.05; main 

effect of delay: F(9,81)=61.4, p<.0001], with a significant difference between the saline curve 

and the raclopride curve at delays of 15 sec for the 0.03 mg/kg dose. CID (Table 1) and MDD 

[F(2, 18)= 4.74, p= 0.022)]  (Fig. 3I) was decreased by the 0.01 mg/kg dose of raclopride, 

whereas AUC (Fig. 3H) were decreased by both doses of raclopride. 
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Effects of the combination of amphetamine and dopaminergic antagonists on 

impulsive choice 

For combination studies, we used the 0.3 mg/kg dose of amphetamine, which was the 

lowest dose to produce significant decreases in impulsive choices. Pretreatment with D1 

receptor antagonist SCH23390 dose-dependently blocked amphetamine-induced increases of 

the preference for the delayed reward [Fig. 4A, main effect of dose: F(2,18)=4.4, p<.04; main 

effect of delay: F(9,81)=60.3, p<.0001], with significant differences between the 

amphetamine curve and the amphetamine + SCH23390 curve at delays of 20 and 25 sec for 

the 0.03 mg/kg dose of SCH23390. CID (Table 1), AUC (Fig. 4B) and MDD [F(2, 18)= 

3.619, p = 0.0477] (Fig. 4C) were affected by  the 0.03 mg/kg dose of SCH23390. Similarly, 

pretreatment with D2 receptor antagonist raclopride dose-dependently blocked amphetamine-

induced increases of preference for the delayed reward [Fig. 4D, main effect of dose: 

F(2,18)=5.2, p<.02; main effect of delay: F(9,81)=67.0, p<.0001], with significant differences 

between the amphetamine curve and the amphetamine + raclopride curves at delays 15, 20 

and 25 sec for the 0.03 mg/kg dose of raclopride and at the 20-sec delay for the 0.01 mg/kg 

dose of raclopride.  CID (Table 1), AUC [] (Fig. 4E) and MDD [F(2, 18)= 3.72, p = 0.045] 

(Fig. 4F) were both affected by the 0.03 mg/kg dose of raclopride. These results suggest that 

the decrease of impulsive choice induced by amphetamine depend on both D1 and D2 

receptors. 

 

Event records  

Figure 5 shows event records of a representative rat after administration of saline, 

amphetamine and combination of amphetamine and the D1 antagonist and the D2 antagonist. 

After saline treatment, the rat initially selected the delay lever consistently, leading to 
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increases in delays until the delays reached the 10 sec step value; then, the rat started 

alternating between the delay and immediate levers maintaining a constant delay for a period 

before eventually choosing the immediate lever 5 consecutive times, leading to a decrease in 

the delay. In contrast, after amphetamine administration, the rat chose the delay lever 

consistently until the delay reached the 25 sec step, and only then started alternating between 

levers and maintaining a constant delay before eventually decreasing the delay by one step. 

When D1 or D2 agonists were administered along with amphetamine, the maximum delay 

step was reduced to levels similar to those observed after saline administration. 

 

Experiment 3: Training and pharmacological manipulations using a self-

adjusting delay discounting procedure with 10-sec step changes  

Initial training and baseline levels of impulsive choice behavior  

Behavioral performance in this version using steeper 10-sec steps in delays was much 

less reliable than in the standard 5-sec step version and we had to exclude six out of the 12 

rats initially trained because they did not show consistent preference (< 80 %) for the large 

over the small reward at delay 0. After about 30 sessions, the six remaining animals reached a 

stable baseline level of choice behavior (Fig. S4) and showed sensitivity to delay by 

displaying a discounting curve. In this procedure, the discounting was steeper than the 

standard procedure, the mean CID value was 19.49 seconds and the MDD was 17.9 ± 2.2.  

 

Effects of dopaminergic compounds on impulsive choice 

Amphetamine increased choice of the delayed lever [Fig. 6A; dose x delay interaction: 

F(33,165)=1.53, p<.05], with significant differences between the saline curve and the 

amphetamine curves at delays of 10, 15 and 20 sec for the 1 mg/kg dose and at the 10 and 15 
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sec delays for the 0.1 mg/kg dose. For the CID measure, only the highest dose of 

amphetamine had a significant effect (Table 1), but AUC was affected by the two highest 

doses of amphetamine (Fig. 6B). Administration of either dose of SCH23390 did not 

significantly alter the CID (Table 1), AUC (Fig. 6D) or choice of the large delayed reward 

[Fig. 6C; main effect of delay: F(11,55)=91.8, p<.0001], with no significant differences 

between the saline curve and the SCH23390 curves at any delay value. Similarly, 

administration of raclopride did not alter CID (Table 1), AUC (Fig. 6F) or choice of the large 

delayed reward [Fig. 6E; main effect of delay: F(11,55)=93.6, p<.0001], with no significant 

differences between the saline curve and the raclopride curves at any delay value. Therefore, 

using a 10-sec step change in delay led to increases in the variability of behavior and 

decreases in the sensitivity of the procedure to detect reductions in impulsive behavior. 
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DISCUSSION 

This manuscript describes a modified self-adjusting delay discounting procedure to 

investigate choice impulsivity in rats. The procedure produced stable baseline responding that 

remained stable over time even when training was interrupted for several weeks. Similarly to 

what was found with previous delay discounting experiments in animals and humans 

(Cardinal et al, 2000; de Wit et al, 2002; Floresco et al, 2008; van Gaalen et al, 2006), this 

procedure is sensitive to dopaminergic manipulations, with agonists decreasing choice 

impulsivity and antagonists increasing it. In addition, this procedure highlights decision-

making processes as they occur, and it appears appropriate for probing underlying 

mechanisms using modern tools such as optogenetics. 

Our procedure was modified compared previously developed self-adjusting procedures 

by changing two discrete variables: 1) the number of consecutive choices to adjust the delay 

that was set at 5 and 2) the time step of increases and decreases in delays that was set at 5 

seconds. Under these conditions, rats showed excellent sensitivity to delays and rapidly 

achieved a stable baseline in 20-25 sessions. The behavioral characterization of the procedure 

(experiment 1) established that, within the range tested, the session duration of the procedure 

has limited influence on the impulsivity measures obtained. On the other hand, as expected, 

the adjustment criterion did have a significant effect on the impulsivity measures when the 

adjustment criterion was changed from 5 consecutive choices of the same lever to 8. At the 8-

choice criterion, fewer animals reached long delays, and the values of the impulsivity 

measures were decreased, suggesting that this criterion was too stringent. That is, the 8-choice 

criterion was associated with a steeper delay-discounting curve, which may reduce sensitivity 

to pharmacological and neurobiological manipulations. In addition, with the more stringent 

adjustment criterion, the duration of the session had to be increased to compensate for the 

increased number of trial in each delay. Comparison between baseline behaviors in the two 
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experiments (Fig. S2) demonstrates that the behavior was reproducible across different 

batches of animals. Results obtained in experiment 2 demonstrate this procedure is well suited 

for pharmacological investigation and that baseline behavior remains stable upon test-retest 

conditions. Finally, using a steeper 10-sec step change in delays made (experiment 3) it more 

difficult for rats to learn the task and to maintain stable behavior and decreased the sensitivity 

to pharmacological manipulations of the procedure. Although the absolute values of the 5 

consecutive choice and 5 sec step criteria were chosen arbitrarily, the obtained results suggest 

that these parameters allowed obtaining very good behavioral performance and further 

increasing them produced diminishing returns.  

 

An interesting common finding of previous self-adjusting procedures is that when 

animals have the possibility to adjust their delay, under baseline conditions, the delay chosen 

or equilibrium delay is within 10 and 20 seconds (Cardinal et al, 2002; Perry et al, 2005). In 

addition, using a non-operant procedure Redish and colleagues have also found that self-

chosen delays are in the order of 10-20 seconds (Kurth-Nelson and Redish, 2009; Papale et al, 

2012; Wikenheiser et al, 2013). This is consistent with the data suggesting that the 

reinforcer’s half-life in rats is 5-10 seconds (Mazur et al, 2011). Indeed, after 15 seconds 

about 2 half-lives would have elapsed and 4 pellets would be expected to be valued about as 

much as 1 pellet. Importantly, in the delay of reinforcement procedure developed by Evenden 

and Ryan and used by many laboratories, animals’ delays can be up to 4 times higher than this 

value (Evenden et al, 1999). In our experiments, no rat reached 60 seconds of delay under any 

of the experimental conditions tested. This suggests that testing delays much longer than 15 

seconds in this kind of procedure may not be optimal for assessing indifference points.   
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Experiment 2 was designed to pharmacologically validate the procedure. In fact, one 

of the most reproducible findings in delay discounting procedures in humans and rats is that 

they are sensitive to manipulation of the dopaminergic system (Cardinal et al, 2000; de Wit et 

al, 2002; Floresco et al, 2008; van Gaalen et al, 2006). Consistent with our study, in indirect 

dopaminergic agonists such as amphetamine have been shown to decreased delay discounting 

(Cardinal et al, 2000; de Wit et al, 2002; Floresco et al, 2008; van Gaalen et al, 2006). 

Concerning the effects dopaminergic antagonists, previous studies have showed increases in 

impulsivity with the D1 antagonist SCH23390 (van Gaalen et al, 2006) and the non-selective 

antagonist flupenthixol (Cardinal et al, 2000; Floresco et al, 2008) but not the D2 antagonist 

eticlopride (van Gaalen et al, 2006), which suggests that impulsivity is mediated by D1. 

However, Van Gaalen et al. found that the effects of amphetamine are blocked by D2 but not 

D1 antagonists (van Gaalen et al, 2006), which would indicate that, depending on the 

direction (increase or increase), different dopamine receptors would be involved in choice 

impulsivity. In our study, both D1 and D2 antagonists increased impulsive choice and they 

both blocked the effects of amphetamine. These results suggest that our procedure is highly 

sensitive to detect effects of pharmacological manipulations and that, more generally, both D1 

and D2 receptors play a role in choice impulsivity. 

We used two main measures of delay discounting the CID (choice indifference delay), 

and the MDD. The CID provides a measure of the actual choice that animals make as a 

function of the delay and it is basically similar to percentage choice data used in standard 

progressive procedures (Cardinal et al, 2000; Evenden et al, 1996; Evenden and Ryan, 1999; 

Ghods-Sharifi and Floresco, 2010; Pattij et al, 2009; St Onge and Floresco, 2009; Winstanley 

et al, 2004). The MDD represents a simple index of the delay at which animals spent most of 

the sessions regardless of their choice at this delay and it is basically similar to the mean 

adjusting delay used in other self-adjusting procedures (Cardinal et al, 2002; Mazur and 
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Biondi, 2011; Perry et al, 2005). These two measures mostly show similar changes in 

direction and in intensity but they consistently differed in the actual delay measured in 

seconds with CID values being higher than MDD values. These differences reflect the fact 

that they measure two inter-related but slightly different aspects of delay discounting 

behavior. Each of these two measures may provide interesting and complementary 

information. The CID may be a better measure of actual delay discounting but the MDD may 

be a more useful to investigate day-to-day changes in behavior. For example, MDD may be 

used to measure to determine stabilization of baseline responding and it could be of interest 

when investigate impulsivity during the transition from adolescence to adulthood when 

changes in impulsivity occur rapidly over time and a stable baseline is never obtained. 

 

Delay discounting procedures have often been used to highlight individual differences 

in delay discounting by classifying animals as either high impulsive or low impulsive 

(Diergaarde et al, 2008; Perry et al, 2008; Stanis et al, 2008). In the present experiments, we 

did not attempt to classify individual subjects, and indeed the number of animals trained in 

each experiment was too low to allow separation into sub-groups to investigate differential 

effects of manipulation as a function of individual levels of baseline impulsivity. However, 

distribution of AUC under basal conditions in rats from experiment 1 and 2 appears to be 

Gaussian (Fig. S5) with a slight positive skew, which suggests that this procedure can identify 

individuals that are prone to impulsive behavior.  

 

Our procedure was designed on the basis on previous procedures with the goal of 

improving them. At the present moment, it is difficult to determine whether the procedure 

represents a real improvement over previous procedures and how because, in most instances, 

extensive characterizations of previous procedures has not been published. An exception to 
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this, is the procedure used by Cardinal et al. (2002), which presents data over several sessions 

and provides data of choice between delayed and immediate reward. Compared to that 

procedure that found changes in mean adjusting delay of more than 10 sec between 

consecutive sessions, our procedures appears to assure more stable behavior. In addition, in 

that procedure, preference for the delay reward was slightly higher than 50% and did not 

appear sensitive to changes in delay (Cardinal et al. 2002) whereas our procedure show a 

consistent 100% preferences for the delay at low delays (0-5 sec) and a decrease in preference 

as delays increased. Finally, compared to other procedures, our procedure seems at least 

equally fast to establish stable baseline and at least equally sensitive to detect the effects of 

pharmacological agents that alter discounting. Future studies and replications by other 

laboratories are needed to determine whether the procedure has advantages over the others. 

 

In conclusion, we have developed a modified self-adjusting procedure to investigate 

impulsive choice in rats. Compared to progressive delay of reinforcement procedures, delays 

are not imposed by the experimenter but they are individually chosen by each rat. In addition, 

our procedure appears reliable, replicable, stable over time and sensitive to behavioral and 

pharmacological manipulations. Finally, the 5 consecutive choices criterion might highlight 

discrete choices that can be manipulated with modern neurobiological techniques such as 

optogenetics.  
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FIGURE LEGENDS 

Fig. 1.  Schematic of the self-adjusting delay discounting procedure.  

Contingencies associated with choice of the delay lever or immediate lever, and effects of 

meeting consecutive response criterion for adjustment of delay. 

 

Fig. 2. Effect of parameter modifications in the self-adjusting delay discounting 

procedure. Effects of increasing from 45 to 90 min in the duration of the session on (A) 

percent choice of the delay lever (as a function of the delay), (B) on area under the curve 

(AUC) and (C) on the Mean Daily Delay. Effects of increasing the consecutive choice 

criterion from 5 to 8 on (D) percent choice,  (E) AUC and (F) the Mean Daily Delay. Effect of 

interruption of training for 3 weeks on (G) percent choice, (H) AUC and (I) the Mean Daily 

Delay. Data are expressed as mean ± SEM (N = 10).  * P<0.05 and ** P<0.01 compared to 

control condition.  

 

Fig.3. Effect of dopaminergic compounds on impulsive choice. Effects of the indirect 

dopaminergic agonist amphetamine (0.1, 0.3, and 1mg/kg) on (A) percent choice of the delay 

lever (as a function of the delay), (B) area under the curve (AUC) and (C) on the Mean Daily 

Delay. Effects of D1 antagonist SCH23390 (0.01 and 0.03mg/kg) on (D) percent choice, (E) 

AUC and (F) the Mean Daily Delay. Effects of D2 antagonist raclopride (0.01 and 

0.03mg/kg) on (G) percent choice, (H) AUC and (I) the Mean Daily Delay. Data are 

expressed as mean SEM (N = 10). * and **, P<0.05 and P<0.01 compared to saline.  
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Fig. 4. Effect of combination of amphetamine and dopamine receptor antagonists on 

impulsive behavior. Administration of SCH23390 (0.01 and 0.03mg/kg), raclopride (0.01 

and 0.03mg/kg) and amphetamine (0.3, mg/kg) on (A,D) percent choice of the delay lever as a 

function of the delay, (B,E) area under the curve (AUC) and (C,F) the Mean Daily Delay. 

Data are expressed as mean ± SEM (N = 10). * and **, P<0.05 and P<0.01 compared to amph 

0.3.  

 

Fig. 5: Representative event records of a rat performing in the self-adjusting delay 

discounting procedure and the effects of dopaminergic treatments. The graph show event 

records of the same rat across multiple sessions in which it received either a pretreatment 

injection of saline, amphetamine (1 mg/kg), amphetamine (1 mg/kg) combined with 

SCH23390 (0.01 mg/kg) or amphetamine (1 mg/kg) combined with raclopride (0.01 mg/kg). 

The x axis shows the time in the session (limited to 3600 sec) and the y axis represents the 

delay in sec associated with the large delayed reward (LDR). Vertical upward ticks show the 

time of responses on the LDR lever whereas downward ticks show the time of responses on 

the immediate small reward (ISR) lever.  

 

Fig.6: Effect of dopaminergic compounds on impulsive choice in the 10-sec step 

procedure. Effects of the indirect dopaminergic agonist amphetamine (0.1, 0.3, and 1mg/kg) 

on (A) percent choice of the delay lever (as a function of the delay),  (B) on area under the 

curve (AUC) and (C) the Mean Daily Delay. Effects of D1 antagonist SCH23390 (0.01 and 

0.03mg/kg) on (D) percent choice of the delay lever (as a function of the delay), (E) the AUC 

and (F) the Mean Daily Delay. Effects of D2 antagonist Raclopride (0.01 and 0.03mg/kg) on 
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(G) percent choice, (H) AUC and (I) the Mean Daily Delay. Data are expressed as mean ± 

SEM (N = 6). *, P<0.05 compared to saline 
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Fig.	S1	

Fig.	S1:	Training	in	the	self-adjus7ng	delay	discoun7ng	procedure	for	Experiment	2.	Pondered	
chosen	delay	as	a	func<on	of	the	training	session.	Rats	rapidly	learn	the	procedure	and	reach	a	
stable	baseline	within	20	experimental	sessions.	No<ce	that	2	of	the	12	rats	ini<ally	trained	did	
not	show	reliable	preference	for	the	large	delay	at	delay	=	0	and	they	were	excluded	from	the	
experiment.	



Fig.	S2	

Fig.	S2:	Comparison	between	baseline	behavior	in	experiment	1	and	2.	The	leH	panel	shows	
the	choice	of	the	delay	lever	as	a	func<on	of	the	delay	and	the	right	panel	shows	the	pondered	
chosen	delay.		



Fig.	S3	

Fig.	 S3:	 Frequency	 distribu7on	 of	 baseline	 behavior	 of	 rats	 from	 experiment	 1	 and	 2.		
Pondered	Chosen	delay	shows	a	Gaussian	distribu<on.	




