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Abstract. In this paper, we propose a novel 3D method for multiple sclerosis segmentation on FLAIR Magnetic Resonance images (MRI), based on a lesion context-based criterion performed on a max-tree representation. The detection criterion is refined using prior information from other available MRI acquisitions (T2, T1, T1 enhanced with Gadolinium and DP). The method has been tested on fifteen patients suffering from multiple sclerosis. The results show the ability of the method to detect almost all lesions. However, the algorithm also provides false detections.
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1 Introduction

In this paper, we present a new method to detect and segment lesions from MRI images of patients suffering from multiple sclerosis. The method is based on a hierarchical approach, where the image is represented by a tree depicting the relationship between all the connected components of all the thresholded versions of the image. The nodes of the tree represent the potential lesions, and are selected only if they satisfy a criterion based on the difference between the lesion and the surrounding intensities. Our method was tested on the fifteen training datasets given by the MICCAI MSSEG challenge, providing different MRI acquisitions for each patient (FLAIR, T2, T1, T1 enhanced with Gadolinium and DP). The detection is first performed on FLAIR, and then refined using the other available modalities. Parameter setting is given and results are discussed.

2 A 3D multiple sclerosis lesion detection method using a hierarchical approach

The lesion detection is based on the hypothesis that the FLAIR intensity of a lesion is higher in a lesion than in the surrounding region. This assumption
was verified on the lesions extracted from the manual consensus segmentations performed using the LOP STAPLE algorithm [1], considering the average FLAIR intensity in the segmented region and in a neighborhood. The detection relies on a max-tree representation of the image [2], which highlights regions of high intensities. This method, based on the study of inclusion relationships between connected components obtained by thresholding an image at all its intensity values, has several advantages. It allows searching for potential lesions in the whole image, without any prior information about the number or localizations of lesions. Connected components are selected according to a given criterion. An example is depicted in Figure 1, where homogeneous regions, called flat zones, are illustrated by a letter identifying a specific region, and a number corresponding to the signal intensity in each voxel of the region. The tree is oriented from the root corresponding to the flat zone of lowest intensity, to the leaves, which correspond to the flat zones of highest intensities in the image. A node \( N \) is said to be a descendant of a node \( M \) if it is higher in the tree. As an example, \( D \) is a descendant of \( C \) in Figure 1.

![Diagram](image)

**Fig. 1.** Example of a synthetic image (a) and its corresponding max-tree (b). The root node is depicted in red, while the leaves are represented in green. Regions are identified by a letter and a number corresponding to the grey level in the region.

The first step is the selection of relevant nodes according to a given criterion, composed of two terms and applied to each current node \( N \):

\[
\chi_I(N) = X_1I(N) - X_2(N)
\]  

(1)

The first term \( X_1I \) follows our hypothesis of difference in intensities between the lesion and its surroundings:

\[
X_1I(N) = \frac{\sum_{x \in N} I(x)}{n_N} - \frac{\sum_{x \in C_N} I(x)}{n_{C_N}}
\]  

(2)

where \( I(x) = I_{\text{FLAIR}}(x) \) is the pre-processed FLAIR intensity in a voxel \( x \), \( n_N \) the number of voxels within the region \( N \), representing the current node \( N \) and all its descendants, and \( n_{C_N} \) the number of voxels within a contextual volume surrounding node \( N \) and all its descendants. The maximal Euclidian distance
from a voxel of the contextual volume to the nearest voxel to $\hat{N}$ is set to $\alpha$ voxels. If a node $N$ is representative of a lesion, the criterion value $X_I(N)$ is superior to 1.

The second term $X_2$ depends on the location of current node $N$ compared to the z axis. If the node is located in slices of the FLAIR image containing ventricles, we assume that the lesion tends to be near the ventricles:

$$X_2(N) = \frac{\min_{x \in \hat{N}, v \in V} d(x, v)}{\max_{b \in B, v \in V} d(b, v)}$$

where $x$ is a voxel from the volume $\hat{N}$ composed of the current node $N$ and all its descendants, $v$ a voxel from the binary mask of the ventricles $V$, $d$ the Euclidian distance and $b$ a voxel from the binary mask of the brain provided in the unprocessed dataset $B$. Otsu’s thresholding [3] is applied on the pre-processed T1 image to segment the ventricles.

If the node is not located in slices containing ventricles, we penalize small nodes:

$$X_2(N) = \frac{1}{n_{\hat{N}}}$$

where $n_{\hat{N}}$ is the number of voxels within region $\hat{N}$, representing the current node $N$ and all its descendants.

The last step is the reconstruction of the image. Only the nodes with criterion value $\chi$ superior to 1 are taken into account. The first node to be selected is the one with the highest criterion value. All its descendants and ancestors with criterion value superior to 1 are removed from the searching list. The remaining node with the highest criterion value superior to 1 is then selected. This process is repeated until there is no node with criterion value superior to 1 in the searching list. The final image is the union of all the selected nodes filled with their descendants.

To improve the detection performance, additional constraints are used, depending on the location of the lesions with respect to brain structures, and with adaptative ranges of admissible $\chi$ values. These ranges are defined in a supervised way. The position of a lesion compared to brain structures is assigned to one of three categories: near the ventricles, inside the white matter, and near the cortex. Otsu’s thresholding [3] is applied on the pre-processed FLAIR image to segment the white matter. Using an automatic thresholding is enough to roughly localize the structures of interest. The manually segmented lesions were also assigned to these three regions, according to their position. For each region, and for each available modality $I$, the maximal and minimal values of the criterion $\chi_I$ were computed, as illustrated in Table 1. Moreover, the maximal and minimal values of the volume of each lesion were computed according to their position, as illustrated in Table 2. Finally, a node $N$ is selected only if the value of the criterion $\chi_I$ computed for all the modalities $I$ and depending on the position of...
the node with respect to the brain structures falls within the intervals defined in Tables 1 and 2. If so, the criterion $\chi_{\text{FLAIR}}$ is assigned to this node $N$, which is taken into account in the image reconstruction step only if its value is superior to 1.

3 Results and discussion

The algorithm uses images from both pre-processed (FLAIR, T1 enhanced with Gadolinium, T2, T1, DP) and unprocessed (FLAIR and brain binary mask) datasets.

3.1 Parameter setting

In order to limit the size of the tree, while preserving contour information, the input image is first quantified on $k$ levels. Here we used $k = 20$ for FLAIR images. Then the tree is created using Salembier’s algorithm [2] on the quantized FLAIR image.

The maximal Euclidian distance from a voxel of the contextual volume to the nearest voxel to node $N$ filled with all its descendants is set to $\alpha = 1$ voxel.

The connectivity was set to 26 to compute the max-tree. Tables 1 and 2 show the minimal and maximal values of the criterion and of the volumes of manually segmented lesions according to the position of the lesion.

<table>
<thead>
<tr>
<th>Lesion near the ventricles</th>
<th>Lesion inside the white matter</th>
<th>Other lesions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal value</td>
<td>Maximal value</td>
<td>Minimal value</td>
</tr>
<tr>
<td>Original FLAIR</td>
<td>0.00</td>
<td>1.50</td>
</tr>
<tr>
<td>Pre-processed FLAIR</td>
<td>1.00</td>
<td>1.50</td>
</tr>
<tr>
<td>Pre-processed T2</td>
<td>0.50</td>
<td>2.00</td>
</tr>
<tr>
<td>Pre-processed T1</td>
<td>0.50</td>
<td>1.50</td>
</tr>
<tr>
<td>Pre-processed T1 Gado</td>
<td>0.00</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Table 1. Ranges of values for criterion $\chi$ for a node, depending on the modality and the position of the node.

<table>
<thead>
<tr>
<th>Lesions near the ventricles</th>
<th>Lesions inside the white matter</th>
<th>Other lesions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal value</td>
<td>Maximal value</td>
<td>Minimal value</td>
</tr>
<tr>
<td>Volume (mm$^3$)</td>
<td>3.85</td>
<td>6.44 $10^3$</td>
</tr>
</tbody>
</table>

Table 2. Ranges of values of node volume (mm$^3$) depending on the position of the node.
3.2 Preliminary results

A preliminary result is shown for one of the patients in Figure 2. The algorithm manages to detect almost all lesions, but leads to an over-detection in areas of the brain which do not contain ventricles.

![Fig. 2. Visual results. (a) Pre-processed FLAIR image requantized to 20 grey levels. (b) Contours of manual (in green) and automatic (in red) segmentations.](image)

4 Conclusion

We proposed a 3D method for multiple sclerosis detection embedded in a hierarchical approach. The results show that the lesions from the manual segmentation are well included in the segmentation, but at the price of a number of false detections. The method could be improved using other contextual criteria, such as the one from [4], based on the difference of variance between the object of interest and its surroundings.
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