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Abstract

In ultrasound images, tissues are characterized by their speckle texture. Moment-based techniques have proven their ability to capture texture features. However, in ultrasound images, the speckle size increases with the distance from the probe and in some cases the speckle has a concentric texture arrangement. We propose to use moment invariants with respect to image scale and rotation to capture the texture in such cases. Results on synthetic data show that moment invariants are able to characterize the texture but also that some moment orders are sensitive to regions and, moreover, some are sensitive to the boundaries between two different textures. This behavior seems to be very interesting to be used within some segmentation scheme dealing with a combination of regional and boundary information. In this paper we will try to prove the usability of this complementary information in a min-cut/max-flow graph cut scheme.
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1 Introduction

Segmentation of ultrasound images (US) is a difficult task because their characteristic feature is speckle. Speckle arises from signal interference caused by tissue micro-inhomogeneities (tissue cells, capillaries, blood cells, etc). This coherent summation of backscattered signals forms a spatial distribution of speckle that is specific to the density and distribution of the scatterers and thus to the nature of the tissue [1]. Several speckle spatial distribution models have been proposed in the literature according to the level of organization and density of scatterers within the tissues (Rayleigh-, Rician-, K-, Nakagami-distributions, etc.). Hence, speckle has been used in several ways to characterize tissues [2]. Some authors have tried to estimate the speckle distribution model using statistics on gray level intensities (e.g. [3]), but this class of methods overlooks the spatial nature of the distribution. Texture analysis has been traditionally used to characterize the spatial distribution of patterns. Besides studies that aimed to directly estimate the speckle distribution (see [4] for example), the use of general texture analysis methods had some success in ultrasound image segmentation (see [2] for a survey). However, texture analysis needs relatively large windows to perform feature estimation; this leads to a lack of precision, especially at tissue boundaries. Other US image characteristics can also make feature extraction
more problematic. Because of the ultrasound beam form, the size (or scale) of the speckle increases according to the distance from the ultrasound probe. Moreover, for circular probes, the ultrasound beam directions radiate from the probe center because of its geometry. These radial directions have a direct impact on the speckle orientations, which are different depending on the speckle position across the image (see the circular speckle organization in Fig. 1). In these cases, a texture analysis tool should be able to extract features that are invariant with regard to both scale and orientation. Some attempts have been proposed to extract invariant texture features using Gabor filters [5, 6]. In ultrasound image analysis, multiscale and multiorientation two-dimensional (2-D) Gabor filter banks (composed of six different orientations and two different scales) have been used to characterize the prostate boundaries and incorporate into a Kernel Support Vector machine for texture differentiation [7, 8]. The likelihood obtained by this means is then used to drive a deformable surface model; however, this scheme is relatively complex.

Moment-based texture analysis has been introduced in the literature. The main idea of this method is the extraction of some features by calculating a set of moments based on regions of interests (ROIs) on texture images. For example, low order geometric moments correspond to geometric meaning of texture in the ROI, such as mass, centroid and principal axes. Other classes of moments are not directly related to any specific properties of an image, but their suitability for texture characterization has been confirmed [9, 10, 11]. In his pioneer work, Hu proposed to derive a set of seven 2-D moment invariants from the classical geometrical moments according to translation, rotation and scale [12]. Hu’s moments have been widely used for pattern recognition, but could also be used for texture analysis.

Moments with orthogonal basis functions (e.g. Zernike, pseudo-Zernike polynomials) can represent an image by a set of mutually independent descriptors, and thus have a minimal amount of information redundancy. They were shown to have better image description capability and to be more robust to noise than geometric moments. In the past few years, the construction of orthogonal moment invariants with respect to geometric transformations such as translation, scale and rotation has been investigated [13, 14, 15]. These moment invariants have been applied to pattern recognition. In this paper we propose to use them for texture analysis and aim to identify some of their properties that can be used in a simple segmentation scheme. The organization of this paper is as follows. Section 2 presents the three different sets of moment invariants. The performance of the features extracted by the moment invariants on simulated and real data is then evaluated in section 3. This same section presents also some
properties of the moment-invariant features, especially that they are able to extract either regional or boundary information. Several segmentation methods applied on gray scale images use together regional and boundary information (active contours, graph-cut, etc.). With the moment invariants, these techniques could be applied on US images. At the end of section 3 we will try to prove this assessment on a min-cut/max-flow graph cut scheme.

The originality of this paper is to highlight the usability of moment invariants to extract texture features when the texture is varying in scale and orientation as in US images. Some authors used Gabor filters bank [5, 6] After some test we were surprised to see the property that the moments of repetition q=0 provide regional information and these of repetition q=1 provide boundary information. This fact seems for us sufficiently interesting for a publication because several methods applied on gray scale images use regional and boundary information (active contours, etc.). With the orthogonal moment invariants, these techniques can now be applied on US images. We tried to prove this assessment on the graph cut scheme, but the graph cut itself is not here the main purpose of the paper.

2 Moment invariants

As specified in the introduction, the texture analysis on an ultrasound image should be performed using some descriptors that are invariant to rotation because of the radial organization of the speckle and invariant to image-scaling because the speckle size is directly related to the ultrasound beam diameter which is not constant over the image. In this study, we used complete sets of moment invariants reported in [13, 14, 15]. The following subsections give brief descriptions of these invariants.

2.1 Zernike moment invariants

The Zernike moment formulation is one of the most popular orthogonal moments. In the polar coordinate system, the 2-D Zernike moment (ZM) of order p and repetition q (where $p \geq 0$, $|q| \leq p$ and $p - |q| = \text{even}$) of an image intensity function $f(r, \theta)$ is defined as in [16]:

$$ZM_{p,q} = \frac{p+1}{\pi} \int_{0}^{2\pi} \int_{0}^{1} R_{p,q}(r) \exp(-jq\theta)f(r, \theta)rdrd\theta$$ (1)
where \( R_{p,q}(r) \) is the orthogonal radial polynomial:

\[
R_{p,q}(r) = \sum_{k=0}^{\min(p,|q|)} (-1)^k \frac{(p-k)!}{k!(p+|q|/2-k)!} \frac{p-|q|}{2} r^{p-2k}
\]

(2)

When an image undergoes a rotation of angle \( \alpha \), the Zernike moments of the transformed image are given by \( ZM_f^{p,q} \exp(-jq\alpha) \). Thus, the magnitude of the Zernike moment, i.e. \( |ZM_f^{p,q}| \), is invariant to rotation. However, as indicated by Flusser [17], the magnitudes do not generate a complete set of invariants, and completeness is an important property for assessment of image descriptors. Additionally, the original Zernike moments are not invariant to image scaling. To solve this problem, we proposed an approach to derive a complete set of Zernike moment invariants \( (ZMI) \) with respect to rotation and scaling of order \( p \) and repetition \( q \) (where \( p = q + 2m \) with \( m \geq 0 \)) [13]:

\[
ZMI_f^{p,q+2m,q} = \exp^{-jq\theta_f} \sum_{k=0}^{m} \sum_{l=k}^{m} \Gamma_f^{-(q+2l+2)} c_{m,l}^q d_{l,k}^{q} ZM_f^{q+2k,q}
\]

(3)

where \( ZM_f^{q+2k,q} \) is the original Zernike moment defined in (1), \( \theta_f = \arg(ZM_f^{1,1}) \), \( \Gamma_f = \sqrt{ZM_f^{0,0}} \) and \( c_{m,l}^q \) and \( d_{l,k}^{q} \) are given by:

\[
c_{m,l}^q = (-1)^{m-l} q + 2m + 1 \frac{(q + m + l)!}{\pi k!(m-l)!(q+l)!}
\]

\[
d_{l,k}^{q} = \pi \frac{l!(q+l)!}{(l-k)!(q+l+k+1)!}
\]

Equation (3) shows that the moment invariants are a linear combination of their original moments, thus they maintain the capacity for texture characterization.

2.2 Pseudo-Zernike moment invariants

The 2-D Pseudo-Zernike moment \( (PZM) \) of order \( p \) and repetition \( q \) (where \( |q| \leq p \)) was then defined as in [18]:

\[
PZM_f^{p,q} = \frac{p+1}{\pi} \int_0^{2\pi} \int_0^1 P_{p,q}(r) \exp(-jq\theta) f(r, \theta) r dr d\theta
\]

(4)

where \( P_{p,q}(r) \) is the orthogonal radial polynomial given by:
\[ P_{p,q}(r) = \sum_{k=0}^{p-|q|} (-1)^k \frac{(2p + 1 - k)!}{k!(p + |q| - k + 1)!(p - |q| - k)!} r^{p-k} \tag{5} \]

Pseudo-Zernike moments have been proven to be superior to Zernike moments in terms of their feature representation capabilities and robustness in the presence of image quantization error and noise [18].

Following the same methodology as for the Zernike moments, a complete set of pseudo-Zernike moment invariants (PZMI) with respect to rotation and scaling of order \( p \) and repetition \( q \) (where \( p = q + m \) with \( m \geq 0 \)) was constructed as in [14]:

\[ PZMI^{f}_{p=q+m,q} = \exp^{-jq\theta} \sum_{m=0}^{m} \sum_{l=k}^{l} \Gamma_{f}^{-q(l+2)} c_{m,l}^{q} d_{l,k}^{q} PZM^{f}_{q+k,q} \tag{6} \]

where \( PZM^{f}_{q+k,q} \) is the original pseudo-Zernike moment, \( \theta_{f} = \arg(PZM^{f}_{1,1}) \), \( \Gamma_{f} = \sqrt{PZM^{f}_{0,0}} \) and \( c_{m,l}^{q} \) and \( d_{l,k}^{q} \) are given by:

\[ c_{m,l}^{q} = (-1)^{m-l} \frac{(2q + m + 1)!}{\pi l!(m-l)!(2q + 1 + l)!} \tag{7} \]

\[ d_{l,k}^{q} = \frac{l!(2q + l + 1)!}{(l-k)!(2q + l + k + 2)!} \tag{8} \]

### 2.3 Orthogonal Fourier-Mellin moment invariants

The 2-D orthogonal Fourier-Mellin moment (OFMM) of order \( p \) with repetition \( q \) of an image intensity function \( f(r, \theta) \) was defined as in [19]:

\[ OFMM^{f}_{p,q} = \frac{p + 1}{\pi} \int_{0}^{2\pi} \int_{0}^{1} Q_{p}(r) \exp(-jq\theta) f(r, \theta) r dr \tag{9} \]

where \( Q_{p}(r) \) is a radial polynomial given by:

\[ Q_{p}(r) = \sum_{k=0}^{p} (-1)^{p+k} c_{p,k} r^{k} \tag{10} \]

\[ c_{p,k} = (-1)^{p+k} \frac{(p + k + 1)!}{(p-k)!k!(k+1)!} \tag{11} \]
For region of small radial distance the description by orthogonal Fourier-Mellin moments has been found to be better than that by the Zernike moments in terms of image-reconstruction errors and signal-to-noise ratio [19]. It can be proven that when $q = 0$, $O_{p,0} = PZ_{p,0}$.

A complete set of orthogonal Fourier-Mellin moment invariants ($O_{p,q}$) with respect to rotation and scaling of order $p$ and repetition $q$ of an image intensity function $f(r, \theta)$ was constructed as in [15]:

$$O_{p,q} = \exp^{-j\theta} \sum_{k=0}^{p} \sum_{l=0}^{p} \Gamma f^{-l-2} c_{p,l} d_{l,k} O_{k,q}$$

where $O_{k,q}$ is the original orthogonal Fourier-Mellin moment, $\theta = \arg(O_{1,1})$, $\Gamma = \sqrt{OFMM_{0,0}}$, $c_{p,l}$ is defined by (11) and $d_{l,k}$ is given by:

$$d_{l,k} = (2k+2) \frac{l!(l+1)!}{(l-k)!(l+k+2)!}$$

As for the original moments, it can be proven that when $q = 0$, $O_{p,0} = PZ_{p,0}$.

3 Results and discussion

In this section we evaluate the behavior of the three moment-invariant sets relative to their original sets, as well as to the Hu’s moment invariants [12]. Because the magnitude of the orthogonal complex moments is supposedly invariant to rotation, we will only use this modulus in the rest of the paper. Hu’s moments will be denoted as $Hu_n$ with $n$ indicating the same invariant moment number as given in Hu’s paper.

3.1 Material

The evaluations were performed on a synthetic image and on in vivo ultrasound data. The synthetic image was composed of an elliptically-shaped region set within a background region. The ultrasound simulation was performed by the method described in [20]. This method predicts the appearance and properties of a B-Scan ultrasound image from the spatial distribution of point scatterers. In our case, each region was characterized by a specific acoustic impedance and spatial distribution of scatterers. The parameters defined in [20] for fat and liver were used to differentiate the two regions. This scatterer model served as input for the
simulation of an ultrasound image acquired with a C2 5 circular ultrasound scanning 3.5 MHz probe (Fig. 1-a). In this image the gray scale depended only on the spatial distribution of the scatterers. The image size was $512 \times 512$.

The in-vivo data was a transrectal prostate image acquired intraoperatively on an Ablatherm device (Fig. 1-b). The transrectal ultrasound imaging probe operated at 7.5 MHz. A slice had $500 \times 490$ pixels with a transverse pixel size of 0.154 mm/pixel and a thickness of 2 mm.

### 3.2 Invariance to rotation and scale

First, we evaluated the rotation and scale invariance of our moment-invariant sets. We extracted a $51 \times 51$ ROI window from the bottom of the simulated ultrasound image (see Fig. 1-a) and applied rotation and scaling transformations to this sub-image. The moment sets were then computed in the center of this transformed sub-image.

**Rotation invariance**: the extracted sub-image was first rotated by an angle from 0 to 90. We evaluated the variation of the modulus of the moment sets and the moment invariants with regard to the rotation angle. In this paper, we present this variation and compare the sets of classical moments with their invariant forms for $PZM$ and $PZMI$ only. However, these results can be generalized to all the other moment sets. So, as an example, Fig. 2-a shows the variation of the moduli of $PZM_{3,0}$ and $PZMI_{3,0}$ in relation to rotation angle. Surprisingly, even if the moduli of the classical moments ($ZM$, $PZM$ and $OFMM$) should be theoretically invariant to rotation they show some relatively high variations around a mean value when the angle changes. Our proposed invariant sets ($ZMI$, $PZMI$ and $OFMMI$) remains almost constant when the angle changes.

**Scale invariance**: we tested this invariance by increasing the moment window size from $7 \times 7$ to $31 \times 31$ pixels. The same speckle pattern was seen at several scales when the window size was varied. An example of moment behavior with scale can be seen in Fig. 2-b. In this figure, as was also the case for all the moment sets, the value of the classical moments is window-dependent but remains stable for the moment invariants.

### 3.3 Moment window size

Although the moment invariants are scale independent, window size is an important parameter for any texture feature extraction method. A compromise must be found between a large window size to capture the feature and a small window size to accurately locate the information. Window
size is usually related to the spatial scale of the texture. We choose to illustrate the effect of the window size on the estimation of the $PZMI_{1,1}$ feature of the synthetic image. This feature presents some fine structures which will directly impact by the window size. In this image, the speckle longitudinal size was about 20 pixels. Fig. 3 shows the $PZMI_{1,1}$ feature computed with a window sizes of $11 \times 11$, $21 \times 21$ and $31 \times 31$. It can be clearly notified that the feature homogeneity increases with the window size but at the expense of the thinness of the features. In this case, the $21 \times 21$ window seemed to be a good compromise between the homogeneity of the features and the accuracy to extract some image components. This window size will be used in the rest of this paper. This behavior was confirmed for the other moment feature measurements.

### 3.4 Order and repetition characteristics

In this section we will try to evaluate the behavior of the moment invariants according to the order $p$ and repetition $q$ parameters.

Order itself has a relatively low influence on the final result. As an example Fig. 4 shows the resulting images for $PZMI_{p,0}$ with $p$ increasing from 1 to 3. We can observe that the images are relatively similar. Maybe the images seems to be a bit more irregular for higher orders but the details like then contours are more well defined.

The effect of the repetition is more interesting in the context of further segmentation. The behavior of the repetition can be clearly seen on Fig. 5. We can note that $Hu_1$ and the moments of repetition $q = 0$ (see first column of Fig. 5) are able to extract some features that are sensitive to regional texture information. On all these images, it can be seen that the moments and the moment invariants are able to characterize differently the two textured regions. However, when $q = 1$, and also to a certain extent for $Hu_2$ (see second column of Fig. 5), the features are sensitive to rupture between two textures. These later features seem to be very informative about the boundaries of the objects and could be similar to a ”gradient of texture”.

This regional and boundaries extraction behavior can also be seen on the features estimated from the real transrectal prostate ultrasound data (see Fig. 6 for the pseudo-Zernike case). On this figure, the features extracted using the moment invariants are also more homogeneous than those obtained using the classical moments.
3.5 Invariance properties for texture estimation

We tried to prove the invariance properties of moment invariants for texture feature estimation both qualitatively and quantitatively. We made these tests on the simulated ultrasound image in Fig. 1-a. Qualitative results can be seen on Fig. 5 which shows a selection of extracted features from several kinds of moments and moment invariants with different values of order \( p \) and repetition \( q \). For the quantitative evaluation, we choose forty points (the crosses on Fig. 1-a) in the same region but at different locations, thus having different speckle orientation and scale. The measurement of the Relative Standard Deviation (RSD - the absolute value of the ratio of the standard deviation to the mean) of the features computed on those points was used to estimate the invariance ability (Table 1).

It can be seen on Table 1 that for the classical moments the value of the texture feature is very dependent on the location of the ROI because of differences in speckle orientation and scale. In contrast, moment invariants showed a relatively (or more) stable measure. The proposed orthogonal moment invariants also showed more stable features than Hu’s moment invariants. This behavior is also noticeable on the feature images of Fig. 5 when visually comparing the images of the classical moments and its equivalent (same order and repetition) moment invariants. In all the cases the features in a same region are more homogeneous when estimated by moment invariants. This is specially true for \( PZM \) and \( OFFM \) which seems to have an incoherent behavior in a region sharing the same speckle distribution. This could be generalized for moments of any order or repetition.

However, it could be noted that the RDS for the moments (classical and invariants) with repetition \( q = 1 \) and for \( Hu_2 \) were much higher than for the moments with \( q = 0 \) and for \( Hu_1 \). This increase is explained by the fact that in these cases where the moments features are sensitive to the rupture between two textures, the means of the values were close to 0.

In conclusion, the features extracted by moments invariants, are relatively homogeneous (small RDS) within a region sharing the same speckle distribution. They can so be used as texture descriptors. In all the cases, moments invariants showed a more homogeneous behavior than the classical moments.

3.6 Proposal for using moment texture features

In texture analysis, a set of texture features (moments and others) are usually measured on the image, and a classification process is then performed in order to characterize the objects
of interest. However, as the moment-invariant features with repetition $q = 0$ provide regional information and those with $q = 1$ provide information on the boundaries of a textured region, this allows us to use the texture features differently. In many segmentation techniques, boundary information alone or in combination with regional information is needed, i.e. active contours, deformable models, level sets, etc. Some of these techniques have been adapted to deal with ultrasound images and require boundary information (e.g. [21] where some Gabor based invariants where used to constraint snake models). Our two kinds of moment-invariant features ($q = 0$ regional information and $q = 1$ boundary information) could be directly used in such a segmentation scheme dealing with ultrasound images.

3.7 Graph-cut, a way to integrate region and boundary information

The aim of this section is to try to prove the previous assessment, without loss of generality, by using the two kinds of moment-invariant features in a min-cut/max-flow graph cut algorithm. So we will show how the features extracted by orthogonal moments can be directly used in a combined region and boundary based segmentation algorithm and how the boundary information can improve the segmentation. However, the goal of this section is neither to evaluate finely the impact of the several parameters used in the graph-cut segmentation nor to compare its performance to other techniques.

The min-cut/max-flow graph cut algorithm popularized by Boykov is able to handle regional and boundary information simultaneously [22]. To summarize, the segmentation problem can then formulated by the energy function $E_T = E_{\text{classif}} + \lambda \cdot E_{\text{continuity}}$. $E_{\text{classif}}$ is an energy term coding the probability that a pixel belongs to the class "object" or "background" (a regional energy). $E_{\text{continuity}}$ is an energy term coding the degree of similarity or discontinuity between two neighboring pixels (a boundary energy). The coefficient $\lambda$ controls the balance between these two energy terms. The energy terms are encoded within the graph as link weights estimated from the pixel values based on the region and continuity (or boundary) properties of the image [22, 23].

To validate the usability of the moment invariants, we adapted a variant of the min-cut/max-flow graph cut algorithm presented in [23]. We used the moment-invariant features with repetition $q = 0$ in order to encode the regional information and the moment-invariant features with repetition $q = 1$ to encode the similarity between adjacent pixels. As an example, we will take the case with Zernike moment invariant features. In this method, the user labels interactively some pixels as "object" and others as "background" (e.g. Fig. 7-a or 8-a). The normalized
histogram of these pixels in $ZMI_{p,0}$ is used to define the probability density function $P_{object}$ (resp. $P_{backg}$). For a pixel $u$, the weights \{u,S\} (resp. \{u,T\})\(^1\) associated with the regional energy can be seen in Table 2. $E_{\text{continuity}}$ is encoded on the links between two adjacent pixels \{u,v\}. This weight should be high between two neighboring pixels within the same region and low on boundaries. We first normalized and inverted $ZMI_{p,1}$ to obtain image $ZMI'_{p,1}$ which was representative of the continuity between neighboring pixels. The weight between \{u,v\} was then given by: $ZMI'_{p,1}(u)+ZMI'_{p,1}(v)$ (see Table 2).

We performed the evaluation for the Hu’s moment invariants and the three orthogonal moment invariants on the simulated US image (Fig. 1-a). Some small areas of pixels were interactively selected in both the object and background regions (Fig. 7-a). These were used as seed points for the segmentation and also serve as training basis for the $E_{\text{classif}}$-related initial weight assignment. The extracted region was compared with the real elliptically-shaped region. Each pixel could be classified as true positive (with $TP$ the number of true positives), false positive (resp. $FP$), true negative (resp. $TN$) or false negative (resp. $FN$). The performance of our segmentation scheme is presented as fractional area difference $\left(\frac{FP-FN}{TP+FN}\right)$, sensitivity $\left(\frac{TP}{TP+FN}\right)$ and accuracy $\left(\frac{TP-FP}{TP+FN}\right)$.

The crucial points of our method are: the choice of the features used to encode the region and boundary information, and the balance coefficient $\lambda$.

After some exploratory work we noticed that the more accurate results were obtained by using relatively high order moments for the regional information $Hu_1$, $ZMI_{2,0}$, $PZMI_{3,0}$ and $OFMMI_{3,0}$ and for the regional information $Hu_2$, $ZMI_{1,1}$, $PZMI_{2,1}$ and $OFMMI_{2,1}$. These features can be seen in Fig. 5 and are consistent with the remarks made in the previous section about more well defined details for higher moment orders.

The $\lambda$ parameter setting was trickier because its influence is not linear and is data dependent. First, in an exploratory study, we interactively tuned $\lambda$ to analyze its influence. We noticed that, even with a relatively small $\lambda$, the continuity term was taken into account within the segmentation. Then, for a relatively large range of variation in $\lambda$, the segmentation results remained almost the same, with only some small changes on the boundaries. Finally, for very high values of $\lambda$ (over 100) the segmentation accuracy decreased. Fig. 7 shows the impact of the variation of $\lambda$. The segmentation results presented were obtained using the $ZMI$ set. For $\lambda = 0$,

\(^1\)S and T are the two terminal nodes associated with the labels ”object” and ”background” respectively, see [22]
we only had the influence of the regional information of $ZMI_{2,0}$ (Fig. 7-b). With $\lambda = 1$, the boundary information of $ZMI_{1,1}$ was mixed with the regional information in order to delineate the region with a higher accuracy (Fig. 7-c).

Table 3 compares the performance between the segmentation results of the min-cut/max-flow graph cut algorithm with $\lambda = 1$, using methods based on Hu, Zernike, pseudo-Zernike and orthogonal Fourier-Mellin moment invariants and the equivalent classical moments. In all cases (except one), moment invariants gave better results than the classical moments. The classical $PZM$ and $OFMM$ totally failed to extract the elliptic region because their behavior was too inhomogeneous. Surprisingly, the classical $ZM$ gave very good results. Even though its relative standard deviation was not as good than that of $ZMI$ (see Table 1) the contrast (the mean values difference) between the 2 regions in $ZM_{2,0}$ was much higher than in $ZMI_{2,0}$, allowing good regional information. If we compare the results obtained using the four moment-invariant sets we can see that $OFMMI$ showed a relatively better performance in the case of the synthetic data.

We applied our method to the real transrectal prostate image (Fig. 1-b). In this data, the speckle within and outside the prostate was more heterogeneous than that in the synthetic US. Moreover, a urethral catheter was placed to protect the urethra from injury during HIFU ablation, and this catheter projected the classical ultrasonic shadow. However we expected to be able to overcome this problem by interactively setting some well adapted seed points (see Fig. 8-a). The input images were the same moment features (same order and repetition) as for the synthetic data. However we changed the window size to $11 \times 11$ to adjust it to the transrectal prostate speckle dimension. Fig 8 compare the segmentation results of the min-cut/max-flow graph cut algorithm with a $\lambda = 1$, using the different moment sets. Because of the non-homogeneity of speckle within the prostate, all the segmentation results show some gaps within the extracted region. However, two facts can be observed from Fig 8. First, the classical moment sets were less efficient than the invariant moment sets for describing the prostate, mainly because they were less capable of expressing the regional information. This was especially true for $PZM$ and $OFMM$ that have failed to close the boundary of the prostate. Second, it can be seen that the orthogonal moment-invariant sets provided smoother boundaries than the classical sets, probably because they estimated more homogeneous features. Nevertheless it is difficult to significantly compare the different classes of moments on only the graph cut because the final segmentation result is directly dependent on user interaction (variables seed points and
\( \lambda \) value). However, in all the cases the segmentation was easier to tune with the orthogonal moment-invariant sets than with the other sets.

In conclusion, the purpose of this section was only to demonstrate that the region and boundary information obtained by moment-invariant sets on ultrasound image can be directly used in a classical segmentation method. Within the min-cut/max flow graph-cut framework, moments invariants showed their ability to extract texture information from the ultrasound image. Moreover the fact that moment invariants were able to extract boundary information clearly improved the segmentation results.

4 Conclusion

In this paper, we presented three sets of orthogonal moment invariants that can be used to extract texture features when the texture pattern has a concentric organization or when its scale changes in the image, as with the speckle in ultrasound images, for example. The moment-invariant features extracted on a simulated circular ultrasound image demonstrated that they are able to extract the global distribution of the speckle and that they are little sensitive to speckle orientation or scale changes. These results also showed that some features were sensitive to regional texture information and others enhanced the boundaries between two textured regions. The features sensitive to the boundaries between two textured regions can be seen as texture "gradient" and can thus be used in segmentation techniques where the boundary information is needed, i.e. active contours, deformable models, level sets, etc. In order to demonstrate the usability of moment-invariant features, such as region and boundary information, we introduced this joint information into the min-cut/max-flow graph cut algorithm. The resulting segmentations on simulated and real ultrasound images demonstrated the benefits of the joint region- and boundary-sensitive moment-invariant texture features. Moment invariants are so eligible to be used to adapt techniques based on the combination on regional and boundary information to the segmentation of ultrasound images.
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Figure 1: Image data. a) A simulated C2 5 circular probe ultrasound image. The elliptic region and the outer region simulate the properties of liver and fat tissues, respectively. The square in the bottom is the ROI used in section 3.2. The crosses indicate the location of 40 ROIs used in section 3.5. b) A transrectal prostate ultrasound image.
Figure 2: Invariance ability. Variation of $PZM_{3,0}$, $PZMI_{3,0}$ in relation to: a) speckle orientation and b) speckle scale. In this later case, the speckle remains constant but the moment window size is varying.

Figure 3: $PZMI_{1,1}$ values estimated with a $11 \times 11$, $21 \times 21$ and $31 \times 31$ window size. In this figure only a rectangular window around the elliptic region of the simulated image is shown. The elliptic region boundary is shown in red.

Figure 4: Influence of the order $p$. $PZMI_{p,0}$ with $p$ increasing from 1 to 3. In this figure only a rectangular window around the elliptic region of the simulated image is shown. The elliptic region boundary is shown in red.
Figure 5: Selection of texture features extracted from classical moments and moment invariants at several order $p$ and repetition $q$. The first column shows $Hu_1$ and several orthogonal moments and moment invariants of repetition $q = 0$. The second column shows $Hu_2$ and several orthogonal moments and moment invariants of repetition $q = 1$. In this figure only a rectangular window around the elliptic region of the simulated image is shown. The elliptic region boundary is shown in red.
Figure 6: Some features extracted on the transrectal prostate ultrasound image.

Figure 7: Graph cut segmentation results. a) Graph cut seed points (green: 'object', red: "background"). The estimated boundaries using ZMI features with: b) $\lambda = 0$, with only the regional information, and c) $\lambda = 1$, with a mixture of region and boundary information.
Figure 8: Transrectal prostate ultrasound image segmentation. a) the seed points (green: "object", red: "background") and (in black) the contour drawn by an expert. Others: segmentation results.
Table 1: Comparisons of the invariance properties of the moments on a simulated US image.

RSD Relative Standard Deviation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Repetition $q = 0$</th>
<th>RSD</th>
<th>Repetition $q = 1$</th>
<th>RSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ZM_{2,0}$</td>
<td></td>
<td>28.1%</td>
<td>$ZM_{1,1}$</td>
<td>1125%</td>
</tr>
<tr>
<td>$ZMI_{2,0}$</td>
<td></td>
<td>0.70%</td>
<td>$ZMI_{1,1}$</td>
<td>77.2%</td>
</tr>
<tr>
<td>$PZM_{3,0}$</td>
<td></td>
<td>31.5%</td>
<td>$PZM_{1,1}$</td>
<td>1125%</td>
</tr>
<tr>
<td>$OFFM_{3,0}$</td>
<td></td>
<td></td>
<td>$OFMM_{1,1}$</td>
<td>2604%</td>
</tr>
<tr>
<td>$PZMI_{3,0}$</td>
<td></td>
<td>2.36%</td>
<td>$PZMI_{1,1}$</td>
<td>382%</td>
</tr>
<tr>
<td>$OFFMI_{3,0}$</td>
<td></td>
<td></td>
<td>$OFMMI_{1,1}$</td>
<td>137%</td>
</tr>
<tr>
<td>$Hu_1$</td>
<td></td>
<td>21.3%</td>
<td>$Hu_2$</td>
<td>96.8%</td>
</tr>
</tbody>
</table>
Table 2: Initial weights for the graph cut segmentation.

<table>
<thead>
<tr>
<th>links</th>
<th>costs condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>{u, v}</td>
<td>$\lambda \cdot \frac{ZMI_{n,1}(u)+ZMI_{n,1}(v)}{2}$ for {u, v} $\in$ N</td>
</tr>
<tr>
<td>{u, S}</td>
<td>$\infty$ for u label. &quot;object&quot;</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{object}}(ZMI_{n,0}(u))$ for the other u</td>
</tr>
<tr>
<td>{u, T}</td>
<td>$\infty$ for u label. &quot;backg&quot;</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{backg}}(ZMI_{n,0}(u))$ for the other u</td>
</tr>
</tbody>
</table>

Table 3: Comparisons of moments-based texture segmentation on a simulated US image

<table>
<thead>
<tr>
<th>Fract area diff</th>
<th>Sensitivity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Hu$</td>
<td>-7.8%</td>
<td>91.81%</td>
</tr>
<tr>
<td>$ZM$</td>
<td>-4.63%</td>
<td>95.0%</td>
</tr>
<tr>
<td>$ZMI$</td>
<td>-6.42%</td>
<td>93.47%</td>
</tr>
<tr>
<td>$PZM$</td>
<td>-90.87%</td>
<td>9.13%</td>
</tr>
<tr>
<td>$PZMI$</td>
<td>-4.22%</td>
<td>95.33%</td>
</tr>
<tr>
<td>$OFMM$</td>
<td>-90.83%</td>
<td>9.17%</td>
</tr>
<tr>
<td>$OFMMI$</td>
<td>-2.35%</td>
<td>96.99%</td>
</tr>
</tbody>
</table>