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Abstract

In this work, we develop a bioequivalence analysis using nonlinear mixed effects models (NLMEM) that mimics the standard non-compartmental analysis (NCA). NLMEM parameters, including between (BSV) and within subject (WSV) variability, and treatment, period, and sequence effects are estimated. We explain how to perform a Wald test on a secondary parameter and we propose an extension of the likelihood ratio test (LRT) for bioequivalence. These NLMEM-based bioequivalence tests are compared to standard NCA-based tests. We evaluate by simulation the NCA and NLMEM estimates, and the type I error of the bioequivalence tests. For NLMEM, we use the SAEM algorithm implemented in MONOLIX. Crossover trials are simulated under $H_0$ using different numbers of subjects and of samples per subject. We simulate with different settings for BSV and WSV, and for the residual error variance. The simulation study illustrates the accuracy of NLMEM-based geometric means estimated with the SAEM algorithm, whereas the NCA estimates are biased for sparse design. NCA-based bioequivalence tests show good type I error except for high variability. For a rich design, type I errors of NLMEM-based bioequivalence tests (Wald test and LRT) do not differ from the nominal level of 5%. Type I errors are inflated for sparse design. We apply the bioequivalence Wald test based on NCA and NLMEM estimates to a three-way crossover trial, showing that Omnitrope® powder and solution are bioequivalent to Genotropin®. NLMEM-based bioequivalence tests are an alternative to standard NCA-based tests. However, caution is needed for small sample size and highly variable drug.

Keywords: nonlinear mixed effects model; pharmacokinetics; non-compartmental bioequivalence analysis; two one-sided tests; Wald test; likelihood ratio test
1 INTRODUCTION

Pharmacokinetic (PK) bioequivalence studies are performed to compare different drug formulations. The most commonly used design for bioequivalence trials is the two-period, two-sequence, crossover design. This design is recommended by the Food and Drug Administration (FDA) (FDA 2001) and the European Medicines Evaluation Agency (EMEA) (EMEA 2001). FDA and EMEA recommend to test bioequivalence from the ratios of the geometric means of two parameters: the area under the curve \(AUC\) and the maximal concentration \(C_{max}\) estimated by non-compartmental analysis (NCA) (Gabrielson and Weiner 2006). As specified in the regulatory guidelines, the bioequivalence analysis should take into account sources of variation that can be reasonably assumed to have an effect on the endpoints \(AUC\) and \(C_{max}\). Therefore, linear mixed effects models (LMEM) including treatment, period, sequence, and subject effects are usually used to analyse the log-transformed individual parameters (Hauschke et al. 2007). Bioequivalence tests are then performed on the estimates of the treatment effect.

NCA requires few hypotheses but a large number of samples per subject (usually between 10 and 20). PK data can also be analysed using nonlinear mixed effects models (NLMEM). This method is more complex than NCA but has several advantages: it takes advantage of the knowledge accumulated on the drug and can characterize the PK with few samples per subject. This allows one to perform analyses in patients, the target population, in whom pharmacokinetics can be different from healthy subjects.

In a previous work, Dubois et al (Dubois et al. 2010) compared the standard analysis of bioequivalence crossover trials based on NCA to the same usual analysis based on individual empirical Bayes estimates (EBE) obtained by NLMEM. PK data of each treatment group were analysed separately using NLMEM. Linear mixed effects models were then performed on individual \(AUC\) and \(C_{max}\) derived from the EBE. However, this methodology cannot be performed when the EBE shrinkage is above \(20\%\). Panhard and Mentré (Panhard and Mentré 2005) developed different comparison and bioequivalence tests based on NLMEM for the analysis of PK crossover trials.
comparing two treatments. For comparison tests, they proposed both the Wald test and the likelihood ratio test (LRT). For bioequivalence tests, they proposed the Wald test but the LRT was not developed, due to the composite null hypothesis. They applied these tests to two-period, one-sequence, crossover trials. In a later work, Panhard et al (Panhard et al. 2007) demonstrated the importance of modelling the between-subject (BSV) and within-subject (WSV) variability to control the inflation of the type I error using the same sets of simulations as previously. In both simulation studies, the NLMEM-based bioequivalence Wald test was performed on $AUC$ only because $C_{\text{max}}$ was a secondary parameter of the PK model, as often in PK modelling. The use of NLMEM is still rare to analyse bioequivalence crossover trials. Indeed, there are few published studies which use NLMEM to analyse bioequivalence trials (Kaniwa et al. 1990; Pentikis et al. 1996; Combrink et al. 1997; Maier et al. 1999; Hu et al. 2003; Zhou et al. 2004; Fradette et al. 2005; Zhu et al. 2008). Seven of these studies are previous to the different simulation studies (Kaniwa et al. 1990; Pentikis et al. 1996; Combrink et al. 1997; Maier et al. 1999; Hu et al. 2003; Zhou et al. 2004; Fradette et al. 2005). In six of these studies (Kaniwa et al. 1990; Pentikis et al. 1996; Combrink et al. 1997; Maier et al. 1999; Hu et al. 2003; Fradette et al. 2005), bioequivalence Wald tests were performed on treatment effects estimated by NLMEM, as Panhard et al. However, all of these applied works used different statistical approaches. The addition of the treatment effect on different PK parameters was not always justified. Only Hu et al (Hu et al. 2003) performed bioequivalence test on average $AUC$ and $C_{\text{max}}$ obtained from the fixed effect estimates using Monte Carlo simulation. Finally, none estimated the WSV or adds period or sequence effects as recommended in the guidelines. There is currently no published simulation study or applied work which takes into account treatment, period, sequence effects, BSV, and WSV for the bioequivalence analysis of crossover trials by NLMEM.

In the different NLMEM-based bioequivalence analysis, NLMEM parameters were estimated by maximum likelihood. Except for the simulation by Dubois et al (Dubois et al. 2010), an algorithm based on a first-order linearization was used, most often the
First-Order Conditional Estimation (FOCE) algorithm (Lindstrom and Bates 1990). The FOCE algorithm is a widely used algorithm and corresponds to the industry standard for model-based PK analyses. Yet, this linearization-based method cannot be considered as fully established theoretically. For instance, Vonesh (Vonesh 1996) and Ge et al (Ge et al. 2004) gave examples of specific designs resulting in inconsistent estimates, such as when the number of observations per subject does not increase faster than the number of subjects or when the variability of random effects is too large. Several estimation methods of maximum likelihood theory have been proposed as alternatives to linearization algorithms like the adaptive gaussian quadrature (AGQ) method (Pinheiro and Bates 1995) or methods derived from the Expectation-Maximisation (EM) algorithm (Dempster et al. 1977). The AGQ method requires a sufficiently large number of quadrature points implying an often slow convergence and is limited to a small number of random effects. Monte Carlo EM algorithms as proposed by Wei and Tanner (Wei and Tanner 1990), Walker (Walker 1996), or Wu (Wu 2004) are very time-consuming in computation since they require a huge amount of simulated data. Alternatively, Delyon et al (Delyon et al. 1999) introduced a stochastic approximation version of the EM algorithm (SAEM), which is more efficient in terms of computation. Later, Kuhn and Lavielle (Kuhn and Lavielle 2004) developed an algorithm which combined the SAEM algorithm with a Monte-Carlo procedure. They showed the good statistical convergence properties of this algorithm. Recently, Panhard and Samson (Panhard and Samson 2009) developed an extension of the SAEM algorithm for NLMEM including the estimation of the within-subject variability.

The main objective of this work is to develop a bioequivalence analysis based on NLMEM that mimics the standard bioequivalence analysis performed on NCA estimates. To do so, we use a NLMEM including treatment, period, sequence effects, BSV, and WSV. We also explain how to perform a Wald test on a secondary parameter of the model (like $C_{max}$), and we propose an extension of the LRT for bioequivalence. These NLMEM-based bioequivalence tests are compared to standard
NCA-based tests. We evaluate by simulation the NCA and NLMEM estimates, and the type I errors of the different bioequivalence tests. We use the same sets of simulations than the previous study by Dubois et al (Dubois et al. 2010) which allows to compare the results. As in Dubois et al, we use different sampling designs and levels of variability, investigating their influence on the results of the bioequivalence tests. To estimate NLMEM parameters, we use the SAEM algorithm implemented in MONOLIX. Then, we apply the Wald test based on NCA and NLMEM estimates to a three-way crossover trial comparing three formulations of somatropin. A somatropin is a biosynthetic version of human growth hormone (hGH) synthesised in bacteria modified by the addition of the gene for hGH. Replacement therapy with somatropin is a well accepted, effective treatment for hGH deficiency in children and adults (Fauci et al. 2008).

In Section 2 of this paper, we describe the LMEM for NCA estimates, the NLMEM on concentrations, and the bioequivalence tests based on both approaches. In Section 3, we present the simulation study, the estimation, and the evaluation of the estimates and of the type I errors. We present the example in Section 4, followed by a discussion in Section 5.

2 MODELS AND BIOEQUIVALENCE TESTS IN CROSSOVER TRIALS

In the following, we consider crossover pharmacokinetic trials with $C$ treatments, $K$ periods, and $Q$ sequences.

2.1 Models

Linear Mixed Effects Model for NCA

The standard bioequivalence analysis recommended by FDA and EMEA (FDA 2001; EMEA 2001) is based on NCA individual estimates of $AUC$ and $C_{max}$. We define $\theta_{ikl}$ the $l^{th}$ individual parameter ($AUC$ if $l = 1$ or $C_{max}$ if $l = 2$) for subject
\( i (i = 1, \ldots, N) \) at period \( k (k = 1, \ldots, K) \). The individual parameters are log-transformed and analysed using a linear mixed effects model written as follows:

\[
\log(\theta_{ikl}) = \nu_l + \beta^T_l \mathbf{T}_{ik} + \beta^P_l \mathbf{P}_k + \beta^S_l \mathbf{S}_i + \eta_{il} + \epsilon_{ikl} \tag{1}
\]

where \( \nu_l \) is the expected value corresponding to the combination of covariate reference classes. \( \beta^T_l, \beta^P_l, \) and \( \beta^S_l \) are the vectors of coefficients of treatment, period, and sequence effects for the \( l^{th} \) individual parameter \((AUC \text{ or } C_{max})\). \( \mathbf{T}_{ik}, \mathbf{P}_k, \mathbf{S}_i \) are the known vectors of treatment, period, and sequence covariates of size \( C, K, \) and \( Q, \) respectively. \( \mathbf{T}_{ik} \) is composed of zeros except for the \( c^{th} \) element \((c = 1, \ldots, C)\) which is one when treatment \( c \) is given to patient \( i \) at period \( k \). Similarly, \( \mathbf{P}_k \) and \( \mathbf{S}_i \) are composed of zeros except for the \( k^{th} \) and \( q^{th} \) elements \((k = 1, \ldots, K, q = 1, \ldots, Q)\) which are one. We consider that the first treatment, period, and sequence are the reference classes. The first elements of \( \beta^T_l, \beta^P_l, \) and \( \beta^S_l \) are fixed to zero, and other components are estimated. It is assumed that the random subject effect \( \eta_{il} \) and the residual error \( \epsilon_{ikl} \) are independently normally distributed with zero mean.

**Nonlinear Mixed Effects Modelling**

We denote by \( y_{ijk} \) the concentration for subject \( i (i = 1, \ldots, N) \) at sampling time \( j (j = 1, \ldots, n_{ik}) \) for period \( k (k = 1, \ldots, K) \). We define \( f \) to be the nonlinear pharmacokinetic function which links concentrations to sampling times. The nonlinear mixed effects model can be written as:

\[
y_{ijk} = f(t_{ijk}, \psi_{ik}) + g(t_{ijk}, \psi_{ik}) \epsilon_{ijk} \tag{2}
\]

with \( \psi_{ik} \) the \( p \)-vector of pharmacokinetic parameters of subject \( i \) for period \( k \). \( g(t_{ijk}, \psi_{ik}) \epsilon_{ijk} \) is the residual error where \( \epsilon_{ijk} \) is a Gaussian random variable with zero mean and variance one. All \( \epsilon_{ijk} \) are independent and identically distributed. We consider a combined error model, additive plus proportional, with \( g(t_{ijk}, \psi_{ik}) = \)
\[ a + bf(t_{ijk}, \psi_{ik}) \]

The statistical model used for the individual parameters \( \psi_{ik} \) is derived from the linear mixed effects model used to analyse the NCA individual estimates. So, the \( l^{th} \) component of \( \psi_{ik} \) is defined as:

\[
\log(\psi_{ikl}) = \log(\lambda_l) + \beta^{T}_{l} T_{ik} + \beta^{P}_{l} P_{k} + \beta^{S}_{l} S_{i} + \eta_{il} + \kappa_{ikl} \tag{3}
\]

with \( \lambda = (\lambda_l; l = 1, \cdots, p) \) the \( p \)-vector of fixed effects for the covariate reference classes. The known vectors of the treatment, period, and sequence covariates, \( T_{ik}, P_{k}, \) and \( S_{i} \), are defined as for NCA (section 2.1). \( \beta^{T}_{l}, \beta^{P}_{l}, \) and \( \beta^{S}_{l} \) are the vectors of coefficients of treatment, period, and sequence effects for the \( l^{th} \) PK parameter. As previously mentioned, we consider that the first treatment, period, and sequence are the reference classes. The first elements of \( \beta^{T}_{l}, \beta^{P}_{l}, \) and \( \beta^{S}_{l} \) are fixed to zero, and other components are estimated. \( \eta_{i} = (\eta_{il}; l = 1, \cdots, p) \) is the vector of random effects of subject \( i \) corresponding to the between-subject variability. \( \kappa_{ik} = (\kappa_{ik}; l = 1, \cdots, p) \) is the vector of random effects of subject \( i \) at period \( k \) corresponding to the variability between periods of treatment for the same individual, or within-subject variability.

These random effects are assumed to be normally distributed with zero mean and covariance matrix of size \( p \times p \) named \( \Omega \) and \( \Gamma \), respectively. We define \( \omega_{l}^{2} \) and \( \gamma_{l}^{2} \) the variance for BSV and WSV of the \( l^{th} \) parameter, corresponding to the \( l^{th} \) element of the diagonal of \( \Omega \) and \( \Gamma \). \( \eta_{i}, \kappa_{ik}, \) and \( \epsilon_{ijk} \) are assumed to be mutually independent. Finally, the unknown population parameters of the statistical model are the fixed effects ('reference' and covariate effects) and the variance parameters \( (\Omega, \Gamma, a, b) \).

2.2 Two-One Sided Tests

The bioequivalence test is performed on the \( c^{th} \) treatment effect of the \( l^{th} \) parameter, \( \beta^{T}_{c,l} \) (\( c = 2, \cdots, C \) and \( l = 1, 2 \) for NCA or \( l = 1, \cdots, p \) for NLMEM). Its null hypothesis is \( H_{0}: \{ \beta^{T}_{c,l} \leq -\delta \text{ or } \beta^{T}_{c,l} \geq \delta \} \) which is decomposed in two one-sided hypotheses \( H_{0,-\delta}: \{ \beta^{T}_{c,l} \leq -\delta \} \) and \( H_{0,\delta}: \{ \beta^{T}_{c,l} \geq \delta \}. \) The bioequivalence test is based
on Schuirmann’s two one-sided tests (TOST) procedure (Schuirmann 1987). $H_{0,-\delta}$ and $H_{0,\delta}$ are tested separately by a one-sided test. The global null hypothesis $H_0$ is rejected with a type I error $\alpha$ if both one-sided hypotheses are rejected with a type I error $\alpha$. The p-value of the TOST is the maximum of both p-values of the one-sided tests. The major issue of a bioequivalence test is to define $\delta$. To assess pharmacokinetic bioequivalence, the guidelines (FDA 2001; EMEA 2001) recommend $\delta = \log(1.25) \approx 0.22$ (i.e. $-\delta = \log(0.8)$) for $\log(AUC)$ and $\log(C_{max})$. Due to the linear model on log-parameters, these bounds corresponds to 80%-125% on the parameter scale.

**Wald Tests Based on NCA Estimates**

In the following, we call $se(\hat{\beta}_{c,t}^T)$ the standard error of the treatment effect estimate $\hat{\beta}_{c,t}^T$. We also define $W_{-\delta} = (\hat{\beta}_{c,t}^T + \delta)/se(\hat{\beta}_{c,t}^T)$ and $W_\delta = (\hat{\beta}_{c,t}^T - \delta)/se(\hat{\beta}_{c,t}^T)$, the two Wald statistics for the one-sided hypotheses $H_{0,-\delta}$ and $H_{0,\delta}$, respectively. For the standard NCA-based bioequivalence analysis, we assume that $W_{-\delta}$ and $W_\delta$ follow a Student t-distribution with $df$ degrees of freedom under $H_{0,-\delta}$ and $H_{0,\delta}$, respectively. The global null hypothesis $H_0$ is rejected with a type I error $\alpha$ if $W_{-\delta} \geq t_{1-\alpha}(df)$ and $W_\delta \leq -t_{1-\alpha}(df)$, where $t_{1-\alpha}(df)$ is the $(1-\alpha)$ quantile of the Student t-distribution with $df$ degrees of freedom. For balanced datasets (i.e. with $N$ subjects for each period), $df = N - 2$ (Hauschke et al. 2007; Chow and Liu 2000). An alternative approach to perform a bioequivalence test is to compute the $(1-2\alpha)$ confidence interval (CI) of $\hat{\beta}_{c,t}^T$. $H_0$ is rejected if this $(1-2\alpha)$ CI lies within $[-\delta; \delta]$.

**Wald Test Based on NLMEM Estimates**

For the bioequivalence Wald test using NLMEM estimates, we use a very similar approach to NCA-based bioequivalence Wald test. Same notations are used for NLMEM-based analyses as for NCA. For NLMEM, we assume that $W_{-\delta}$ and $W_\delta$ follow a Gaussian distribution under $H_{0,-\delta}$ and $H_{0,\delta}$, respectively. The global null hypothesis $H_0$ is rejected with a type I error $\alpha$ if $W_{-\delta} \geq z_{1-\alpha}$ and $W_\delta \leq -z_{1-\alpha}$,
where \( z_{1-\alpha} \) is the \((1 - \alpha)\) quantile of the standard normal distribution. The rejection of \( H_0 \) can also be based on the \((1 - 2\alpha)\) CI as described previously (section 2.2).

To mimic the standard bioequivalence analysis, we would like to perform the NLMEM-based bioequivalence Wald test on \( AUC \) and \( C_{\text{max}} \) which are often secondary parameters of the PK model. So, we propose an approach to perform the NLMEM-based bioequivalence Wald on a secondary parameter. A secondary parameter is a function of the PK parameters of the structural model. Its \( c^{th} \) treatment effect is \( \beta_{c,SP}^T = h(\lambda, \beta_c^T) \) with \( h \) the function linking \( \beta_{c,SP}^T \) to the PK parameters, \( \lambda \) the reference effects, and \( \beta_c^T \) the \( c^{th} \) treatment effects. To perform a bioequivalence Wald test on the \( c^{th} \) treatment effect of a secondary parameter, \( \beta_{c,SP}^T \) and its standard error, \( se(\beta_{c,SP}^T) \), should be estimated. By definition, \( \hat{\beta}_{c,SP}^T = h(\hat{\lambda}, \hat{\beta}_c^T) \). However, \( se(\beta_{c,SP}^T) \) cannot be directly computed as \( h \) is usually a nonlinear function. We propose to approximate it using the delta method (Oehlert 1992) or simulations. For the delta method, we use the partial derivatives of \( h \), the fixed effect estimates \( (\hat{\lambda}, \hat{\beta}_c^T) \), and their estimated covariance matrix \( \hat{\Sigma} \), which is a submatrix of the inverse of the Fisher information matrix estimate: \( se(\beta_{c,SP}^T) = \sqrt{\nabla h(\hat{\lambda}, \hat{\beta}_c^T)' \hat{\Sigma} \nabla h(\hat{\lambda}, \hat{\beta}_c^T)} \). To estimate \( se(\beta_{c,SP}^T) \) by simulations, we simulate \( \beta_{c,SP}^T \) \( N_s \) times using a Gaussian distribution with mean the fixed effect estimates \( (\hat{\lambda}, \hat{\beta}_c^T) \) and covariance matrix \( \hat{\Sigma} \). Then, \( se(\beta_{c,SP}^T) \) is estimated as the standard deviation of the \( N_s \) simulated \( \beta_{c,SP}^T \).

**Likelihood Ratio Test Based on NLMEM Estimates**

There is no simple extension of the likelihood ratio test for the composite null hypothesis of a bioequivalence test. Therefore, for a parameter of the PK model, we develop a methodology to perform a NLMEM-based bioequivalence LRT based on profile likelihood methods (Bates and Watts 1988; Meeker and Escobar 1995). Let us define \( M_{\text{all}} \) to be the NLMEM where all fixed effects are estimated and \( M_{\delta,c,l} \) the NLMEM where \( \beta_{c,l}^T \) is fixed to \( \delta \) and all other parameters (including the other components of \( \beta^T \)) are estimated. The proposed approach test whether the likelihood-based confidence interval of \( \hat{\beta}_{c,l}^T \) lies within \([-\delta; \delta] \). To do so, we perform two "one-sided"
LRT taking into account \( \hat{\beta}_{c,l}^T \) estimated with \( M_{all} \), and the estimation of the log-likelihood of three models \( M_{all}, M_{\delta,c,l}, \) and \( M_{\delta,c,l} \). We define the statistic \( \Lambda_{\delta,c,l} \) as follows: \( \Lambda_{\delta,c,l} = -2 \times (L_{\delta,c,l} - L_{all}) \) with \( L_{all} \) and \( L_{\delta,c,l} \) the estimated log-likelihoods for the models \( M_{all} \) and \( M_{\delta,c,l} \), respectively. The null hypothesis \( H_{0,\delta} \) is rejected with a type I error \( \alpha \) if \( \Lambda_{\delta,c,l} \geq \chi^2_{1}(1-2\alpha) \) and \( -\delta < \hat{\beta}_{c,l}^T \), where \( \chi^2_{1}(1-2\alpha) \) is the \( (1-2\alpha) \) quantile of the Chi-squared distribution with one degree of freedom. \( H_{0,\delta} \) is rejected if \( \Lambda_{\delta,c,l} \geq \chi^2_{1}(1-2\alpha) \) and \( \hat{\beta}_{c,l}^T < \delta \). Consequently, the global null hypothesis \( H_0 \) is rejected with a type I error \( \alpha \) if \( -\delta < \hat{\beta}_{c,l}^T < \delta \) and \( \Lambda_{\delta,c,l} \geq \chi^2_{1}(1-2\alpha) \) and \( \Lambda_{\delta,c,l} \geq \chi^2_{1}(1-2\alpha) \).

3 SIMULATION STUDY

3.1 Simulation Settings

We use the concentration data of the anti-asthmatic drug theophylline to define the population PK model for the simulation study. These data are classical in population pharmacokinetics (Pinheiro and Bates 2000) and have been used in previous simulation studies (Panhard and Mentré 2005; Panhard et al. 2007; Dubois et al. 2010). We assume that concentrations can be described by a one-compartment model with first-order absorption and first-order elimination:

\[
f(t, k_a, CL/F, V/F) = \frac{FDk_a}{CL-Vk_a} \left( \exp(-k_at) - \exp(-CL/Vt) \right)
\]  

(4)

where \( D \) is the dose, \( F \) the bioavailability, \( k_a \) the absorption rate constant, \( CL \) the clearance of the drug, and \( V \) the volume of distribution.

We simulate two-treatment, two-sequence, crossover trials with two or four periods. For each two-period trial, the \( N/2 \) subjects of the first sequence receive the reference treatment (Ref) and the test treatment (Test) in period one and two, respectively. The other \( N/2 \) subjects allocated to the second sequence receive treatments in the reverse order. For each four-period trial, the \( N/2 \) subjects of the first sequence re-
ceive the treatment \textit{Ref} in periods one and three, and the treatment \textit{Test} in periods two and four. The \(N/2\) subjects of the second sequence receive the treatment \textit{Test} in periods one and three, and the treatment \textit{Ref} in periods two and four.

We consider that sampling times are similar for all subjects and all periods. So, \(j = 1, \ldots, n\), where \(n\) is a fixed number of sampling times for each simulated sampling design. We use four different sampling designs, which are also used by Dubois et al (Dubois et al. 2010). We simulate with the original design with \(N = 12\) subjects and \(n = 10\) samples per subject and per period, taken at the times of the initial study (0.25, 0.5, 1, 2, 3.5, 5, 7, 9, 12, and 24 h after dosing). We also simulate with an intermediate design with \(N = 24\) subjects and \(n = 5\) samples, taken at 0.25, 1.5, 3.35, 12, and 24 h after dosing, a sparse design with \(N = 40\) subjects and \(n = 3\) samples, taken at 0.25, 3.35, and 24 h after dosing, and a rich design \(N = 40\) subjects and \(n = 10\) samples, taken at the times of the initial study.

For the simulation study, we assume that \(\alpha = 5\%\) and \(\delta = \log(1.25)\). We fix the dose to 4 mg for all subjects. The vector of population parameters \(\lambda\) is composed of \(\lambda_{ka} = 1.48\ h^{-1}\), \(\lambda_{CL/F} = 40.36\ mL/h\), and \(\lambda_{V/F} = 0.48\ L\) for the reference treatment.

We assume that the bioavailability changes between treatments, i.e., we assume the same modification for \(CL/F\) and \(V/F\). It also similarly affects both secondary parameters \(AUC\) and \(C_{max}\) with \(AUC = FD/CL\) and \(C_{max}\) defined in Equation 5 of the Appendix. In the following, as we consider only two treatments in the simulation study, we omit the subscript \(c\); we define \(\beta_{CL/F}^{T}\) and \(\beta_{V/F}^{T}\) the treatment effect on \(CL/F\) and \(V/F\) for the treatment \textit{Test} (\(\beta_{ka}^{T} = 0\)). As suggested by Liu and Weng (Liu and Weng 1995), the type I error of the bioequivalence test can be evaluated for each boundary of \(H_{0}\) space, i.e., \(\log(0.8)\) and \(\log(1.25)\). Consequently, we simulate under two different hypotheses: \(\beta_{CL/F}^{T} = \beta_{V/F}^{T} = \log(0.8)\) and \(\beta_{CL/F}^{T} = \beta_{V/F}^{T} = \log(1.25)\) which are the boundaries of \(H_{0,\log(0.8)}\) and \(H_{0,\log(1.25)}\), respectively. In the following, we call \(H_{0,0.80%}\) and \(H_{0,1.25%}\) these two simulated hypotheses. We assume no period effect or sequence effect, and \(\Omega\) and \(\Gamma\) are diagonal.

We simulate with two levels of variability for the between-subject and within-subject
variability. For the low level of variability, we fix $\omega_{k_a}$ and $\omega_{CL/F}$ to 0.2, and $\omega_{V/F}$ to 0.1; $\gamma_{k_a}$, $\gamma_{CL/F}$ and $\gamma_{V/F}$ are fixed to half BSV for the three parameters. For the high level, we fix the three standard deviations to 0.5 for BSV, and 0.15 for WSV. We also simulate with two levels of variability for the residual error: $a = 0.1 \, mg/L$, $b = 0.10$ for the low level, and $a = 1 \, mg/L$, $b = 0.25$ for the high level. The high level of residual error is only used with the high level of BSV and WSV. We call $S_{l,t}$ the variability setting with low variability for BSV, WSV, and for the residual error. $S_{h,t}$ is the variability setting corresponding to high variability for BSV, WSV, and low for the residual error. Finally, $S_{h,h}$ is the variability setting with high variability for BSV, WSV, and for the residual error. In the following, we call a simulation setting the association of one design with one variability setting and one simulated hypothesis. We simulate crossover trials with 2 periods under $H_{0.80\%}$ and $H_{0.125\%}$. In that case, for each sampling design, we simulate using the variability settings $S_{l,t}$ and $S_{h,t}$. We simulate using $S_{h,h}$ only for the intermediate design. We simulate crossover trials with 4 periods under $H_{0.80\%}$ using rich and sparse sampling designs, and the two variability settings $S_{l,t}$ and $S_{h,t}$. All simulations are performed using the statistical software R 2.7.1. We use the function `rmvnorm` of the package `mvtnorm`, which is a pseudorandom number generator for the multivariate normal distribution. For each simulated trial, we specify the seed using the function `set.seed` in order to make simulations reproducible.

3.2 Estimation

**NCA**

As in Dubois et al (Dubois et al. 2010), we estimate $AUC$ and $C_{max}$ by non compartmental analysis (Gabrielson and Weiner 2006) using a R function which we develop. For a crossover trial, this function provides the estimation of different NCA parameters for each subject and each treatment group. In this study, we use the linear trapezoidal rule to compute the $AUC_{0-last}$ between the time of dose (equal to 0) and the last sampling time. To obtain the total $AUC$ (between the time of dose and in-
finity), we estimate the terminal slope equal to $CL/V$ using the logarithm of the last concentrations to perform a log-linear regression. To do so, we use a fixed number of concentrations which depends on the number of samples per subject in the design. For the original and rich designs where $n = 10$, we use the last four concentrations which correspond to sampling times 7, 9, 12 and 24 h. For intermediate and sparse designs where $n = 5$ and $n = 3$ respectively, we use the last two concentrations which correspond to sampling times 12 and 24 h for the intermediate design, and to 3.35 and 24 h for the sparse design. For all designs, $C_{max}$ is estimated as the maximal observed concentration.

The analysis of log parameters by LMEM is then performed using the R function `lme` from the package `nlme`. For the estimation of LMEM parameters (including the treatment effect and its SE), the restricted maximum likelihood (REML) procedure is used, as recommended in the guidelines (FDA 2001; EMEA 2001). For the original design where $N = 12$, $df = 10$. For the rich and sparse design where $N = 40$, $df = 38$. For the intermediate design where $N = 24$, $df = 22$.

All computations including the dataset simulation, the estimation by NCA, and the standard bioequivalence analysis by LMEM are made under R 2.7.1. The different R scripts are available upon request to the corresponding author.

**NLMEM**

We estimate the NLMEM parameters (included treatment, period, sequence effects, BSV and WSV) by maximum likelihood using the SAEM algorithm (Panhard and Samson 2009) implemented in MONOLIX (Lavielle et al. 2010). Estimation of standard errors (SE) and log-likelihood are also needed to perform Wald and likelihood ratio tests, respectively. SE can be evaluated as the square root of the diagonal elements of the inverse of the Fisher information matrix estimate which has no analytic form. In MONOLIX, one method to evaluate this matrix is to derive an approximate expression by the linearization of the function $f$ around the conditional mean of the individual parameters obtained with the SAEM algorithm. Although linearization-
based algorithms are not recommended to estimate NLMEM parameters, satisfactory results for SE estimation have been shown using this approach for computation of the FIM (Bazzoli et al. 2009). There is no analytical expression of the likelihood in NLMEM. In MONOLIX, it is proposed to estimate the log-likelihood of the observations without approximation using the Importance Sampling (IS) method (Kuhn and Lavielle 2005; Samson et al. 2007). The IS method is a Monte-Carlo procedure where individual parameters are simulated at each iteration using an instrumental distribution adequately chosen to reduce the variance of the estimator.

NLMEM parameters, standard errors and log-likelihoods are estimated with MONOLIX 2.4., supported by MATLAB R2007a. The use of MONOLIX software for the analysis of crossover bioequivalence trials is explained in a online Supplementary Material\textsuperscript{1}.

3.3 Evaluation Methods

Estimates

The SAEM algorithm used for the estimation of NLMEM parameters has not been evaluated for models including treatment, period, sequence effects, BSV, and WSV. Therefore, we evaluate the SAEM algorithm for two and four-period crossover trials with the rich and sparse design. We use the $H_{0.80\%}$ simulation settings of the two variability settings $S_{l,t}$ and $S_{h,t}$. There are 8 different simulation settings used (2 or 4 periods, rich or sparse design, $S_{l,t}$ or $S_{h,t}$ variability). We fit the statistical model $M_{all}$ for the 1000 trials of each simulation setting of both types of crossover trials (2 or 4 periods). Then, for the 1000 replicates, we compute the bias and the root mean square error (RMSE) for each estimated parameter.

Furthermore, in the standard bioequivalence analysis, the geometric means of $AUC$ and $C_{max}$ are reported for each treatment group. We evaluate those estimates for the reference treatment, and for NCA and NLMEM. We also evaluate the treatment effect estimates for $AUC$ and $C_{max}$, and for NCA and NLMEM. Lastly, good estima-

\textsuperscript{1}Supporting information may be found in the online version of this article.
tion of the standard error is important when performing Wald tests. So, we evaluate the SE of the treatment effect estimates, for NCA and NLMEM. To evaluate the geometric means, the treatment effects, and their SE we use the two-period crossover trials simulated under the null hypothesis $H_{0;80\%}$ with the four different sampling designs (rich, original, intermediate and sparse), and the three variability settings ($S_{l,l}$, $S_{h,l}$ and $S_{h,h}$). There are 9 different used simulation settings, 4 for $S_{l,l}$ and $S_{h,l}$, and 1 for $S_{h,h}$ where only the intermediate design is simulated. For NCA, for each simulated trial, the geometric mean of $AUC$ ($C_{max}$) for the reference treatment is computed from the $N$ individual estimated $AUC$ ($C_{max}$). For NLMEM, due to the log-normal distribution of the random effects, the fixed effect estimates for the reference classes correspond to the geometric mean estimates for the reference treatment. So, the NLMEM-based geometric mean of $AUC$ for the reference treatment is directly obtained from the clearance estimate as $AUC = FD/CL$. For $C_{max}$, the geometric mean is computed from the fixed effect estimates using Equation 5 of the Appendix. For NCA and NLMEM estimates, the geometric means are compared to the $AUC$ or $C_{max}$ computed from the NLMEM simulated parameters. For NCA, the treatment effect on $AUC$ and $C_{max}$ are estimated by LMEM as explained in section 2.1. For NLMEM, due to the linear covariate model on log-parameters, $\hat{\beta}_{AUC}^T = -\hat{\beta}_{CL/F}^T$. The treatment effect $\hat{\beta}_{C_{max}}^T$ is computed from $\hat{\lambda}$ and $\hat{\beta}^T$ using Equation 6. For NCA and NLMEM estimates, the treatment effect estimates are compared to the simulated value of the treatment effect. For NCA, standard errors of the treatment effect are estimated by LMEM. For NLMEM, as $\hat{\beta}_{AUC}^T = -\hat{\beta}_{CL/F}^T$, their standard error are equal. The SE of $\hat{\beta}_{C_{max}}^T$ is estimated by the delta method and simulations (with $N_s = 10000$). For the delta method, the expression and details are given in the Appendix. The estimated standard errors of the treatment effect are compared to the corresponding empirical standard error for NCA and NLMEM estimates. For one simulation setting and one approach (NCA or NLMEM), the empirical standard error is computed as the standard deviation of the 1000 treatment effect estimates.
**Type I Error**

To evaluate the type I error of the bioequivalence tests, we use the two-period crossover trials simulated with the four different sampling designs, both hypotheses and the three variability settings. There are 18 different simulation settings used, 8 for $S_{l,t}$ and $S_{h,t}$, and 2 for $S_{h,h}$ where only the intermediate design is simulated. The simulation settings under $H_{0.80\%}$ are also used to evaluate the estimates of $AUC$ and $C_{max}$ (section 3.3).

We perform the bioequivalence Wald test based on NCA estimates on $AUC$ and $C_{max}$. For NLMEM, tests on $CL/F$ and $AUC$ are equivalent because $\hat{\beta}_{AUC}^T = -\hat{\beta}_{CL/F}^T$ and $se(\hat{\beta}_{AUC}^T) = se(\hat{\beta}_{CL/F}^T)$. So, the NLMEM-based bioequivalence Wald test and LRT are performed on $AUC$. As $C_{max}$ is a secondary parameter of the NLMEM, only the NLMEM-based Wald test is performed on this parameter, and not the LRT. For NLMEM, the treatment effect $\hat{\beta}_{C_{max}}^T$ is computed from $\hat{\lambda}$ and $\hat{\beta}^T$. Its standard error is estimated both by the delta method and by simulations (with $N_s = 10000$). For $AUC$ and $C_{max}$, the NLMEM-based bioequivalence Wald test is performed using estimated and empirical SE. For $C_{max}$, it is performed using estimated SE obtained from the delta method and simulations, for comparison. For each one-sided hypothesis $H_{0.80\%}$ and $H_{0.125\%}$, the type I error is estimated by the proportion of the simulated trials for which the null hypothesis $H_0$ is rejected. The global type I error is defined as the maximum value of both estimated type I errors (Dubois et al. 2010; Panhard and Mentré 2005). For 1000 replicates, the 95% prediction interval (95% PI) for a type I error of 5% is $[3.7\%; 6.4\%]$.

### 3.4 Results

**Evaluation of the Estimates**

For the evaluated settings, all NLMEM parameters including treatment, period, sequence effects are estimated by the SAEM algorithm. Boxplots of the estimates of the clearance reference effect, the corresponding covariate effects and the standard deviations of BSV and WSV are displayed in Figure 1. For the six parameters and
both variability settings, the distribution is narrower when the number of samples or periods increases. For all simulation settings of both types of trials, the median of the fixed effects is close to the corresponding simulated value. For BSV and WSV, the median of the estimates is closer to the simulated value for four-period trials than for two-period trials. For the variability setting $S_{h,l}$, BSV and WSV are slightly underestimated especially for the sparse design. Similar results (not shown) are obtained for both PK parameters, $k_a$ and $V/F$. Table 1 provides the bias ($\times 100$) and RMSE ($\times 100$) of estimates of the reference effects and the standard deviations for BSV, WSV, and residual error. For all simulation settings and both types of crossover trials (2 or 4 periods), there is no bias and RMSE are small for the reference effects and the residual error. For BSV and WSV, bias decreases when the number of samples increases. For all parameters, RMSE decrease when the number of samples increases. Furthermore, RMSE are smaller for $S_{l,l}$ than for $S_{h,l}$ and smaller for four-period trials than for two-period trials. The same observations are made for covariate effects (results not shown).

For each simulation setting of two-period crossover trials of the hypothesis $H_{0;80\%}$ and for NCA and NLMEM, boxplots of the reference treatment geometric mean estimates of $AUC$ and $C_{max}$ are displayed in Figure 2. For $AUC$ and $C_{max}$, and for NCA and NLMEM estimates, the distribution is narrower when the variability is smaller. For NCA estimates, the median of the estimates is closer to the true simulated mean for the rich design, and there is a clear and very large bias of the geometric mean estimates for sparse design. For NLMEM estimates, the median of the estimates is close to the true simulated mean for all simulation settings. Figure 3 displays the boxplot of the treatment effect estimates on $AUC$ and $C_{max}$ and their standard errors for NCA and NLMEM estimates. The standard errors $se(\beta_{C_{max}}^T)$ are estimated by the delta method, and very similar results are obtained by simulations. For NCA and NLMEM, for both parameters and all simulation settings, the median of the estimated treatment effects is close to the simulated value. Furthermore, the distribution is narrower when the variability decreases or when the number of subjects increases.
The distribution of the estimated standard errors is narrower and the empirical standard error is smaller when the variability decreases or when the number of subjects increases. For both parameters, the median of the estimated standard error is closer to the empirical one when the variability decreases. For the original design under $S_{h,l}$ and the intermediate design under $S_{h,h}$, standard errors of both parameters are underestimated for NCA and NLMEM estimates.

**Evaluation of the Type I Error**

Table 2 provides type I errors of bioequivalence tests performed on the treatment effects of $AUC$, and $C_{max}$ for each one-sided hypothesis and each sampling design of two-period crossover trials. Mostly, for all tests and both parameters, type I errors of both hypotheses are close. Only the type I errors for $C_{max}$ and the $S_{h,h}$ setting are somewhat different. For Wald tests based on NCA estimates, and for $S_{l,l}$ and $S_{h,l}$ settings, type I errors do not differ from the nominal level of 5%. For $S_{h,h}$ setting, the type I errors are much too conservative for $AUC$, and are inflated for $C_{max}$. For the NLMEM-based Wald test, type I errors for $C_{max}$ using SE obtained by the delta method or simulations are identical. For $AUC$, type I errors of the NLMEM-based Wald test are close to type I errors of the LRT. For the rich design ($N = 40, n = 10$), type I errors of both tests do not differ from the nominal level of 5%. However, for each simulation setting, there is an increase of the type I error of both tests when the number of subjects and/or the number of samples decreases.

The left hand side of Figure 4 displays the global type I error for $AUC$ (top) and $C_{max}$ (bottom) versus the design for each variability setting for the Wald test based on NCA estimates. For both parameters, the global type I error lies in the 95% PI of the nominal level for all the designs of $S_{l,l}$ and $S_{h,l}$ settings. For the $S_{h,h}$ setting, it is too conservative for $AUC$ and inflated for $C_{max}$. The right hand side of Figure 4 displays the global type I error of the NLMEM-based Wald test using the estimated or empirical standard error, and the NLMEM-based LRT. For the Wald tests using estimated SE and LRT, and for both parameters, the global type I error lies in the
95% PI of the nominal level for the rich design. It increases when the number of subjects or the number of samples decreases and is lower for $S_{l,t}$ than for $S_{h,t}$. For the NLMEM-based Wald test using the empirical SE, it can be seen that for both parameters the global type I errors almost never differ from the nominal level of 5% showing the influence of the underestimation of the standard errors on the properties of the NLMEM-based Wald test.

4 APPLICATION

In 2005, somatropins available in the United States (and their manufacturers) included Nutropin® (Genentech), Humatrope® (Lilly), Genotropin® (Pfizer), Norditropin® (Novo), and Saizen® (Merck Serono). In 2006, the FDA approved a new somatropin called Omnitrope® (Sandoz). For this approval, bioequivalence crossover trials were performed. We analyse one of them with the standard NCA-based approach and the proposed NLMEM-based approach. Then, we perform the bioequivalence Wald test using NCA and NLMEM estimates.

4.1 Material and methods

A randomized, double-blind, single-dose, 3-way crossover study with three treatments, three periods, and six sequences was conducted to compare the pharmacokinetic parameters of Omnitrope® powder for solution for injection, Omnitrope® 3.3 mg/mL solution for injection, and Genotropin® powder for solution after a single subcutaneous dose of 5 mg. Thirty-six healthy caucasian adults were recruited and they received octreotide for endogenous hGH suppression before each treatment period. The three treatment periods were separated by a seven day wash-out period. Blood samples for pharmacokinetic assessments were collected after dose administration for each period at times 1, 2, 3, 4, 5, 6, 8, 10, 12, 16, 20, and 24 h. Concentrations were measured by chemiluminescent immunometric assay (Iranmanesh et al. 1994) with a limit of quantification (LOQ) of 0.2 ng/mL. Figure 5 (top) displays concentrations
versus time for the three formulations. There are very few concentrations below LOQ for the last sampling times.

We analyse the data with NCA and NLME using the SAEM algorithm implemented in MONOLIX 2.4. For NCA analysis, we use the linear trapezoid rule to estimate $AUC_{b-t_{last}}$. To obtain the total $AUC$, we compute the terminal slope by log-linear regression using 2 to 4 sampling times. As described in 2.1, the log-transformed individual $AUC$ and $C_{max}$ are then analysed using a LMEM including treatment, period, sequence, and subject effects. The reference classes are the Genotropin\textsuperscript{®} treatment, the first period, and the sequence Genotropin\textsuperscript{®} - Omnitrope\textsuperscript{®} powder - Omnitrope\textsuperscript{®} solution for the treatment, period, and sequence covariates, respectively.

For NLME analysis, we use a one-compartment model with first-order absorption with a lag time ($t_{lag}$) and first-order elimination to describe the data. With this model, for sampling times before $t_{lag}$, concentrations are null. For sampling times after $t_{lag}$, concentrations are described by Equation 4 replacing $t$ by $t - t_{lag}$. To determine the structure of the random effects matrices and the residual error model, we analyse the Genotropin\textsuperscript{®} data. Models are compared using the Bayesian Information Criteria (BIC), the best statistical model corresponding to the smallest BIC (Bertrand et al. 2008). For the structure of the BSV matrix, we test diagonal, block diagonal, and complete matrices. Regarding the error model, we test a homoscedastic ($b = 0$) and a combined error model. For the analysis of all data, the structure of the WSV matrix is chosen to be identical to the structure of the BSV matrix determined during the analysis of the Genotropin\textsuperscript{®} data. We add treatment, period, and sequence effects on the four PK parameters. The reference classes are the same as for NCA analysis. After fitting the data, the model is graphically evaluated using the individual weighted residuals (IWRES) and the 90% prediction interval for each formulation. For the model evaluation, from the final statistical model and its estimates, we simulate 200 datasets based on the structure of the original data (dose, covariates). For each formulation, we compute the 5% and 95% percentiles of the simulated time-course distribution to obtain the 90% prediction interval. The corre-
spoding graph is called a Visual Predictive Check.

We perform bioequivalence Wald tests on $AUC$ and $C_{max}$ using NCA and NLMEM estimates with a type I error of 5%. For NLMEM, we compute the treatment effect on $C_{max}$ using fixed effects estimates and its standard error by the delta method.

4.2 Results

For the analysis of the Genotropin® data, the best statistical model include BSV for all PK parameters with a correlation between the clearance and the volume of distribution, and a combined error model. Parameter estimates (except period and sequence effects) are displayed in Table 3 with their standard errors. Precision of estimation is judged satisfactory for all parameters. Concentrations of somatropin versus time with their 90% prediction interval and the IWRES versus time are displayed in Figure 5 for each treatment group. These model evaluation plots are judged satisfactory.

After estimating the parameters by NCA and NLMEM, we perform bioequivalence Wald tests on $AUC$ and $C_{max}$ for both formulations of Omnitrope®. The results of those tests are displayed in Table 4 with the ratios of $AUC$ and $C_{max}$, the corresponding 90% CI, and the p-values of the bioequivalence Wald tests. With a type I error of 5%, $AUC$ and $C_{max}$ of Omnitrope® powder and solution are bioequivalent to those of Genotropin® using NCA and NLMEM bioequivalence analysis.

5 DISCUSSION

In this study, we evaluate the type I error of NLMEM-based bioequivalence tests performed on the treatment effect estimates when treatment, period, and sequence effects but also within-subject variability are taken into account during the NLMEM estimation. This new approach is compared to the standard non-compartmental analysis where bioequivalence Wald tests are performed on the treatment effect estimated by linear mixed effects model taking into account the same three covariates,
BSV (corresponding to the random subject effect) and WSV (i.e. residual error). Concerning the NLMEM-based bioequivalence tests, we show how Wald tests can be performed on a secondary parameter such as $C_{max}$ which allows the extension of the standard bioequivalence analysis based on NCA estimates to the NLMEM context. Furthermore, for a parameter of the PK model, we extend the likelihood ratio test for bioequivalence.

As Panhard et al (Panhard et al. 2007), and Dubois et al (Dubois et al. 2010), we simulate under a one-compartment PK model and estimate the NLMEM parameters using the same model. So, we do not study the impact of having the incorrect model being used in the bioequivalence NLMEM-based tests, and how would it compare to the NCA approach in that case. Nevertheless, when bioequivalence analysis is performed, there is already accumulated information on the drug and the pharmacokinetic model is usually known. Furthermore, even if NCA is known as a "model-free" approach, it assumes linear terminal elimination and provides meaningless parameters when it is applied to nonlinear pharmacokinetics. So, the problem of estimating with a "wrong" model could exist for NCA and NLMEM.

The NLMEM-based bioequivalence analysis requires to estimate many parameters. So, a robust algorithm has to be used. The simulation study illustrates the accuracy of the SAEM algorithm, especially in the context of bioequivalence analysis. We show that biases and RMSE obtained by the SAEM algorithm are satisfactory for all parameters although BSV and WSV are slightly underestimated for large variability and low number of patients. These results are similar to those obtained by Panhard and Samson (Panhard and Samson 2009). As expected, biases and RMSE decrease when the amount of information increases (by the increase of the number of patients or periods). All fixed effects are correctly estimated with no bias, which is of great interest for testing treatment effect estimates. The good estimation of the fixed effects using the SAEM algorithm leads to a good estimation of the geometric means of $AUC$ and $C_{max}$, as illustrated by our evaluation. At the opposite, this evaluation also shows that geometric means estimated by NCA are biased for sparse design,
especially with high variability. Usually, NCA is used with rich designs where there are about ten to twenty samples per subject. This method is not well suited for trials performed in patients where the number of samples is often limited. In comparison to model-based approaches, the estimation of parameters through NCA has several drawbacks. It is giving equal weight to all concentrations without taking into account the measurement error. Furthermore, NCA is sensitive to missing data, especially for the determination of $C_{\text{max}}$ and the computation of the terminal slope. Even without missing data, the interpolation of the $AUC$ between the last sampling time and infinity is very sensitive to the number of samples used to compute the terminal slope. However, even with biased geometric mean, the treatment effect estimated by NCA are not biased which partly explains the good results for the type I error.

When the number of samples per subject is large and the variability is not too high, tests based on individual NCA estimates remain a good approach since they are simple and showed satisfactory properties for both tested parameters. For $C_{\text{max}}$ and the sparse design, we expected an increase of the type I error because there is no sampling time corresponding to the maximal concentration which is close to 2 h. But even with poor geometric mean estimates, the type I error is maintained at the nominal level of 5%. It could be explain by the good estimation of the treatment effect estimate despite the biased geometric mean. Though, for simulation with $S_{h,h}$, the global type I error of $AUC$ is very conservative (0.8%) which shows the limits of NCA for data with high residual error.

The type I error of the NLMEM-based bioequivalence Wald test and LRT are rather similar but Wald tests are easier to perform. Indeed, the bioequivalence LRT requires to estimate the parameters and log-likelihood of three statistical models. Furthermore, there is currently no methodology to perform a LRT on a secondary parameter if the model cannot be reparameterized using this parameter (e.g. $C_{\text{max}}$). For a Wald test on $C_{\text{max}}$, the delta method or simulations can be used to estimate its treatment effect standard error. Based on our simulation study, for a one-compartment PK model, the use of simulations is not more efficient than the delta method. Indeed,
for each simulation setting, standard errors estimated by delta method or simulations are really close and the results of the type I error are similar for both estimations. However, the use of the delta method can be tricky since the analytical expression of $C_{max}$ is not always available for complex or nonlinear PK models.

For NLMEM-based Wald tests and LRT, we found an inflation of the type I error when the conditions move away from asymptotic, i.e. for small sample size and/or data with high variability. The use of NLMEM-based bioequivalence analysis in its current proposed form would be questionable for regulatory agencies in these cases due to concerns about potential type I error inflation. For NLMEM-based Wald tests, the underestimation of the standard errors are responsible of the inflation of the type I error. Indeed, there is no inflation when the empirical standard error is used instead of the estimated. The empirical standard error can be used in practice but not easily because of the computing time. It requires first to estimate the parameters using the data of the clinical trial of interest, then to simulate trials with the same design as the original dataset and finally to re-estimate the parameters for each simulated trial. This approach also assumes that the underlying structural model is correct which is usually the case when bioequivalence analysis is performed, as previously mentionned. In our simulation, the number of subjects is more influential on the inflation of the type I error than the number of samples. Indeed, there is a slight inflation of the type I error for the sparse design ($N = 40$, $n = 3$) compared to the rich ($N = 40$, $n = 10$, same $N$) whereas the inflation is higher for the original design ($N = 12$, $n = 10$) also compared to the rich (same $n$). For NLMEM-based Wald test, this is explained by the slighter underestimation of the standard errors for the sparse design. The inflation of the type I error for NLMEM-based Wald tests and LRT is not specific to bioequivalence tests. It is due to the asymptotic properties of these tests and was also demonstrated for comparison tests by Panhard et al (Panhard and Mentré 2005) and Wällby et al (Wällby et al. 2001). Similarly, the underestimation of the standard errors was also related to the inflation of the type I error for comparison NLMEM-based Wald tests (Bertrand et al. 2009). A good control of the type
I error for a bioequivalence test with sparse sampling should be therefore possible by increasing the number of patients. Furthermore, different approaches could be explored to correct the type I error inflation of NLMEM-based bioequivalence tests. For NLMEM-based Wald tests, the underestimation of BSV and WSV could explain the underestimation of the standard errors. Even though maximum likelihood estimation is the standard approach in NLMEM, the variance components are often underestimated for small sample size and high variability. In linear mixed effects models, the REML estimation is widely implemented, but in NLMEM it has been barely studied, although the REML procedure may improve the estimation of variance components in NLMEM. Meza et al (Meza et al. 2007) developed a REML estimation procedure for the standard SAEM algorithm. They showed that the SAEM-REML algorithm reduces bias and RMSE of the variance parameter estimates in a simulation study on a simple NLMEM. Further work is needed to propose the REML estimation procedure for the extended SAEM algorithm developed for crossover trial analysis. By improving the estimation of variance parameters, the REML estimation procedure should improve the bioequivalence Wald test. As explained in section 2.1 and 3.2, for bioequivalence Wald tests based on NCA estimates, the LMEM parameters are estimated by REML and both test statistics follow a Student t-distribution with degrees of freedom depending on the number of subjects. So, we perform the NLMEM-based bioequivalence Wald tests assuming a Student t-distribution under $H_0$ with the same number of degrees of freedom as the NCA-based bioequivalence Wald tests (unshown results). For all simulation settings, the type I error decreases compared to the NLMEM-based Wald test with a Gaussian distribution but there is still a slight inflation of the type I error while the use of empirical SE corrects it. To our knowledge, there is no theoretical development or evaluation of the degrees of freedom in the context of NLMEM. The distribution we use is more or less empirical, and further work is needed.

Other approaches could be studied such as the correction of the nominal level using permutation tests or bootstrap methods to estimate the 90% CI. However, perform-
ing a permutation test may not be suitable for bioequivalence, and bootstrap methods have not yet been properly studied in NLMEM. In NLMEM context, the paired bootstrap is usually used but without taking into account the different levels of variability of the NLMEM. Furthermore, there is no theoretical or simulation result to justify its application. To our knowledge, only two published studies address the issue of bootstrap in NLMEM (Das and Krishen 1999; Ocaña et al. 2005). Ocaña et al. (Das and Krishen 1999) proposed a bootstrap approach resampling the random effects and residual errors. They evaluated it by simulation but they performed it using two-stage fitting procedure (Steiner et al. 1984) where "population" mean parameters are estimated from individual parameters obtained after separate fitting of each subject data. Further simulations studies are needed to really understand bootstrap methods properties in NLMEM. So, we would favor a correction of the tests by degrees of freedom, which is also a less computer intensive method.

The analysis of the crossover trial of three somatropin formulations shows the ability to perform a NLMEM-based bioequivalence analysis using the SAEM algorithm on a real data set. Even with forty fixed effects and ten variance parameters in the statistical model, the SAEM algorithm converges. Furthermore, the SAEM algorithm can handle data below the limit of quantification contrary to NCA. The PK parameter estimates for Genotropin® are similar to those found by Stanhope et al. (Stanhope et al. 2010). We perform NLMEM-based bioequivalence Wald tests and not LRT because results on Wald tests and LRT are similar in the simulation study, and we would like to perform tests on the treatment effects of AUC and C_max, which is not possible by LRT. The results of the bioequivalence analysis based on NCA and NLMEM are similar. In both cases, we assess the bioequivalence of both Omnitrope® formulations. Bioequivalence tests based on NLMEM allow one to decrease the number of samples per subject, which is of great interest for trials performed in patients. However, caution is needed for small sample size and data with high variability. With sparse sampling, the choice of design is important notably to improve the properties of tests. For instance, Bertrand et al. (Bertrand et al. 2009) showed that, for the same number
of samples, some designs have better power than others for detection of a pharmacogenetic effect in a one-period trial. Design optimisation algorithms for models with discrete covariates and different periods of treatment could be used for crossover studies. They are now available in the version 3.2 of PFIM software (Bazzoli et al. 2010).
APPENDIX: DELTA METHOD FOR $C_{MAX}$

For a one-compartment model with first-order absorption and first-order elimination, $C_{max}$ is a function of the three PK parameters:

$$C_{max} = \frac{FD}{V} \exp \left( \frac{CL \log(k_a) - \log(CL/V)}{V k_a - CL} \right)$$ \hspace{1cm} (5)

So, $\beta^T_{C_{max}}$ is a function $h$ of $\lambda_k$, $\lambda_{V/F}$, $\lambda_{CL/F}$, $\beta^T_{ka}$, $\beta^T_{V/F}$, and $\beta^T_{CL/F}$:

$$\beta^T_{C_{max}} = h(\lambda_k, \lambda_{V/F}, \lambda_{CL/F}, \beta^T_{ka}, \beta^T_{V/F}, \beta^T_{CL/F})$$

$$= - \beta^T_{V/F} - A_2 \frac{\lambda_{CL/F} \exp(\beta^T_{CL/F})}{A_1} + \frac{\lambda_{CL/F}}{\sqrt{A_6}} \log \left( \frac{\lambda_k \lambda_{V/F}}{\lambda_{CL/F}} \right)$$ \hspace{1cm} (6)

The vector of partial derivatives of $h$ is:

$$\nabla h = \left( \frac{1}{\lambda_k} \left( \frac{A_4}{A_3} - \frac{A_5}{A_6} \right), \frac{1}{\lambda_{V/F}} \left( \frac{A_4}{A_3} - \frac{A_5}{A_6} \right), \frac{1}{\lambda_{CL/F}} \left( -\frac{A_4}{A_3} + \frac{A_5}{A_6} \right), \frac{A_4}{A_3}, \frac{A_4}{A_3} - 1, -\frac{A_4}{A_3} \right)'$$ \hspace{1cm} (7)

where

$$A_1 = \lambda_k \lambda_{V/F} \exp(\beta^T_{ka} + \beta^T_{V/F}) - \lambda_{CL/F} \exp(\beta^T_{CL/F})$$

$$A_2 = \log \left( \frac{\lambda_k \lambda_{V/F}}{\lambda_{CL/F}} \right) + \beta^T_{ka} + \beta^T_{V/F} - \beta^T_{CL/F}$$

$$A_3 = (-A_1 \lambda_{CL/F} \exp(\beta^T_{CL/F}))^2$$ \hspace{1cm} (8)

$$A_4 = A_3 + A_2 \lambda_k \lambda_{V/F} \lambda_{CL/F} \exp(\beta^T_{ka} + \beta^T_{V/F} + \beta^T_{CL/F})$$

$$A_5 = \lambda_k \lambda_{V/F} \lambda_{CL/F} \log(\lambda_k \lambda_{V/F} / \lambda_{CL/F}) + \lambda_{CL/F} (\lambda_{CL/F} - \lambda_k \lambda_{V/F})$$

$$A_6 = (\lambda_k \lambda_{V/F} - \lambda_{CL/F})^2$$
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Table 1: Bias (×100) and root mean square error (RMSE ×100) of estimates of reference effects and of standard deviations for BSV, WSV, and residual error.

<table>
<thead>
<tr>
<th>Period</th>
<th>$\lambda_{k_a}$</th>
<th>$\lambda_{V/F}$</th>
<th>$\lambda_{CL/F}$</th>
<th>$\omega_{k_a}$</th>
<th>$\omega_{V/F}$</th>
<th>$\omega_{CL/F}$</th>
<th>$\gamma_{k_a}$</th>
<th>$\gamma_{V/F}$</th>
<th>$\gamma_{CL/F}$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{l,t}$</td>
<td>2 bias 0 0 0 -0.2 -0.1 -0.2 -0.1 0 0 0</td>
<td>RMSE 9.2 1.3 0.2 1.3 0.3 1.1 0.6 0.1 0.3 0.4</td>
<td>N = 40, n = 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 bias -1.1 -0.2 0 -0.2 -0.1 -0.2 -0.1 0 0 0</td>
<td>RMSE 8.7 1.3 0.2 1.1 0.3 1 0.4 0.1 0.2 0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{h,t}$</td>
<td>2 bias -1.8 -0.5 0 2.7 3.6 -1.2 -0.1 -0.2 0 1</td>
<td>RMSE 18.5 5.8 0.5 8.6 8.9 6 1.3 0.7 0.4 0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 bias 0.2 0.2 0 -0.4 -0.4 -1.2 -0.1 -0.1 -0.1 -0.1</td>
<td>RMSE 17.9 5.7 0.5 6.1 5.8 5.8 0.7 0.4 0.4 0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$N = 40, n = 10$  
$N = 40, n = 3$

NOTE: Bias and RMSE are estimated from 1000 crossover trials simulated under $H_{0.80\%}$ with two or four periods, for the rich ($N = 40, n = 10$) and sparse ($N = 40, n = 3$) designs, and two variability settings ($S_{l,t}$ and $S_{h,t}$).
Table 2: Type I error ($\times 100$) of bioequivalence tests performed on the treatment effect of $AUC$ and $C_{max}$ for each unilateral hypothesis, $H_{0.80\%}$ and $H_{0.125\%}$.

<table>
<thead>
<tr>
<th></th>
<th>$N = 40$, $n = 10$</th>
<th>$N = 12$, $n = 10$</th>
<th>$N = 24$, $n = 5$</th>
<th>$N = 40$, $n = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NCA</td>
<td>NLMEM</td>
<td>NCA</td>
<td>NLMEM</td>
</tr>
<tr>
<td></td>
<td>Wald</td>
<td>LRT</td>
<td>Wald</td>
<td>LRT</td>
</tr>
<tr>
<td>$S_{II}$</td>
<td>$AUC$</td>
<td>$H_{0.80%}$</td>
<td>4.0</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>5.1</td>
<td>5.2</td>
<td>5.2</td>
</tr>
<tr>
<td>$C_{max}$</td>
<td>$H_{0.80%}$</td>
<td>6.6</td>
<td>4.6 (4.7)</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>6.3</td>
<td>6.8</td>
<td>5.6</td>
</tr>
<tr>
<td>$S_{h,l}$</td>
<td>$AUC$</td>
<td>$H_{0.80%}$</td>
<td>5.4</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>6.1</td>
<td>6.6</td>
<td>6.0</td>
</tr>
<tr>
<td>$C_{max}$</td>
<td>$H_{0.80%}$</td>
<td>5.1</td>
<td>4.9</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>5.4</td>
<td>5.3</td>
<td>5.1</td>
</tr>
<tr>
<td>$S_{h,h}$</td>
<td>$AUC$</td>
<td>$H_{0.80%}$</td>
<td>0.8</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>0.4</td>
<td>5.8</td>
<td>5.9</td>
</tr>
<tr>
<td>$C_{max}$</td>
<td>$H_{0.80%}$</td>
<td>7.0</td>
<td>5.8 (5.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$H_{0.125%}$</td>
<td>9.3</td>
<td>10.3 (9.9)</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: The Wald tests based on NCA and NLMEM estimates are performed on the treatment effect of $AUC$ and $C_{max}$. The NLMEM-based likelihood ratio test (LRT) is performed on $CL/F$ (i.e., $AUC$) only. The type I error is estimated from 1000 two-period crossover trials simulated under $H_{0.80\%}$ or $H_{0.125\%}$ for different sampling designs ($N$: number of subjects, $n$: number of samples per subject and period) and three variability settings ($S_{II}$, $S_{h,l}$, and $S_{h,h}$). For NLMEM-based bioequivalence Wald tests performed on the treatment effect of $C_{max}$, type I errors are estimated using the delta method or simulations. The values of both type I errors are reported only if they are not equal; in that case, the type I error of $C_{max}$ from simulations is in brackets.
Table 3: Pharmacokinetic parameter estimates of somatropin (standard errors) from the three-way crossover study on somatropin (period and sequence effects are not reported).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$t_{lag}$ (h)</th>
<th>$k_0$ (h$^{-1}$)</th>
<th>$V/F$ (L)</th>
<th>$CL/F$ (L/h)</th>
<th>corr$CL/F,V/F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>0.46 (0.08)</td>
<td>0.32 (0.05)</td>
<td>25.83 (6.24)</td>
<td>8.66 (0.86)</td>
<td></td>
</tr>
<tr>
<td>$\beta_T^{powder}$</td>
<td>-0.25 (0.08)</td>
<td>-0.24 (0.1)</td>
<td>-0.14 (0.12)</td>
<td>0.01 (0.03)</td>
<td></td>
</tr>
<tr>
<td>$\beta_T^{solution}$</td>
<td>-0.04 (0.06)</td>
<td>-0.11 (0.11)</td>
<td>0.01 (0.13)</td>
<td>0.05 (0.03)</td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.38 (0.06)</td>
<td>0.15 (0.08)</td>
<td>0.39 (0.04)</td>
<td>0.23 (0.01)</td>
<td>0.95</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.12 (0.06)</td>
<td>0.27 (0.08)</td>
<td>0.36 (0.04)</td>
<td>0.10 (0.01)</td>
<td>0.67</td>
</tr>
<tr>
<td>$a$ (ng/mL)</td>
<td>0.12 (0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b$</td>
<td>0.14 (0.004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: The reference formulation is the Genotropin®. Treatment effects are estimated for Omnitrope® powder ($\beta_T^{powder}$) and Omnitrope® solution ($\beta_T^{solution}$).
Table 4: Bioequivalence Wald tests using NCA and NLMEM estimates for the three-way crossover study on somatropin.

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Ratio</th>
<th>90% CI</th>
<th>p</th>
<th>Ratio</th>
<th>90% CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NCA</td>
<td></td>
<td></td>
<td>NLMEM</td>
<td></td>
</tr>
<tr>
<td>$AUC$</td>
<td>powder</td>
<td>0.99</td>
<td>[0.94; 1.03]</td>
<td>$7 \times 10^{-11}$</td>
<td>0.99</td>
<td>[0.95; 1.04]</td>
</tr>
<tr>
<td></td>
<td>solution</td>
<td>0.95</td>
<td>[0.90; 0.99]</td>
<td>$3 \times 10^{-8}$</td>
<td>0.95</td>
<td>[0.92; 1.00]</td>
</tr>
<tr>
<td>$C_{max}$</td>
<td>powder</td>
<td>0.95</td>
<td>[0.88; 1.03]</td>
<td>$3 \times 10^{-4}$</td>
<td>0.94</td>
<td>[0.84; 1.04]</td>
</tr>
<tr>
<td></td>
<td>solution</td>
<td>0.93</td>
<td>[0.86; 1.01]</td>
<td>0.001</td>
<td>0.92</td>
<td>[0.83; 1.02]</td>
</tr>
</tbody>
</table>

NOTE: $p$ is the $p$-value of the bioequivalence Wald test. The reference formulation is the Genotropin®. The ratios correspond to Omnitrope® powder versus Genotropin® and to Omnitrope® solution versus Genotropin®.
Legend to figures

Figure 1. Boxplots of the estimates of the clearance reference effect ($\lambda_{CL/F}$), corresponding covariate effects ($\beta_{CL/F}^T$, $\beta_{CL/F}^P$ and $\beta_{CL/F}^S$), and standard deviation of the between-subject ($\omega_{CL/F}$) and within-subject ($\gamma_{CL/F}$) variability for the hypothesis $H_{0.80\%}$. Parameters are estimated from the 1000 crossover trials simulated under $H_{0.80\%}$ with two or four periods, for the rich ($N = 40$, $n = 10$) and sparse ($N = 40$, $n = 3$) designs, and two variability settings, $S_{ij}$ (top) and $S_{h,i}$ (bottom). For four-period crossover trials, only the period effect estimates $\beta_{CL/F}^P$ are displayed. The horizontal lines correspond to the true simulated values.

Figure 2. Boxplots of the geometric mean estimates of $AUC$ (top) and $C_{max}$ (bottom) estimated by NCA (left) or NLMEM (right), for each simulation setting of two-period crossover trials, the hypothesis $H_{0.80\%}$, and the reference treatment. The horizontal lines correspond to the geometric means computed from the NLMEM simulated parameters.

Figure 3. Boxplots of the treatment effect on $AUC$ (first row) and $C_{max}$ (third row) and their standard errors (second and fourth rows) estimated by NCA (left) or NLMEM (right), for each simulation setting of two-period crossover trials and the hypothesis $H_{0.80\%}$. For NCA, $\beta_{AUC}^T$, $\beta_{C_{max}}^T$, $se(\beta_{AUC}^T)$ and $se(\beta_{C_{max}}^T)$ are obtained from LMEM analysis. For NLMEM, the estimates of $\beta_{AUC}^T$ and $se(\beta_{AUC}^T)$ are directly obtained from $\beta_{CL/F}^T$ and $se(\beta_{CL/F}^T)$. The treatment effect $\beta_{C_{max}}^T$ is computed from $\lambda$ and $\beta^T$, and $se(\beta_{C_{max}}^T)$ is estimated by the delta method. The horizontal lines correspond to the true simulated values of the treatment effects. The cross symbols correspond to the empirical standard errors of the treatment effect computed for each simulation setting.

Figure 4. Global type I error of the bioequivalence tests performed on the treatment effect of $AUC$ (top) and $C_{max}$ (bottom) from NCA (right) and NLMEM (left) estimates. The Wald tests based on NCA and NLMEM estimates are performed on both parameters, the likelihood ratio test (LRT) is performed only on $AUC$. For NLMEM-based bioequivalence Wald tests, $se(\beta_{C_{max}}^T)$ are estimated by the delta
method. NLMEM-based bioequivalence Wald tests are performed with the estimated or empirical standard error. The type I error is estimated from 1000 bioequivalence trials simulated under $H_{0.80\%}$ and $H_{0.125\%}$ for different sampling designs ($N$: number of subjects, $n$: number of samples per subject) and different variability settings $S_{l,l}$, $S_{h,l}$, and $S_{h,b}$. The horizontal dashed lines represent the nominal level at 5% and its 95% prediction interval ($[3.7\%; 6.4\%]$).

Figure 5. Observed concentrations of somatropin versus time with their 90% prediction interval (top), and individual weighted residuals (IWRES) versus time (bottom) for each treatment, Genotropin® (left), Omnitrope® powder (middle), and Omnitrope® solution (right).
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