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Abstract

**Purpose:**

Image filtering techniques are usually applied to increase the quality of MR images. Most of these techniques assume an equal noise distribution across the image. When this assumption is not met, the resulting filtering becomes suboptimal. This is the case of MR images with spatially varying noise levels, such as those obtained by parallel imaging (sensitivity-encoded), intensity inhomogeneity-corrected images or surface coil based acquisitions. In this work, we have adapted a recently proposed filter, the so-called Non-Local Means filter to deal with MR images with spatially varying noise levels (for both Gaussian and Rician distributed noise).

**Material and methods:**

With this new method, information regarding the local image noise level is used to adjust the amount of denoising strength of the filter. Such information is automatically obtained from the images by using a new local noise estimation method.

**Results:**

The proposed method has been validated and compared with the standard Non-Local means filter on simulated and real MR imaging data showing an improved performance in all the cases.

**Conclusion:**

The new noise-adaptive method was demonstrated to outperform the standard filter when spatially varying noise is present in the images.

**Key words:** MRI, Denoising, parallel, Non-local means.
1. Introduction

MR images are normally corrupted by random noise from the acquisition process. Such a noise introduces uncertainties in the measurement of quantitative parameters that hampers the estimation of the different properties of the analyzed tissues.

Although, noise level in a MR image can be effectively reduced by averaging multiple acquisitions directly in the scanner, this is not a common practice in the clinical settings as this technique increases the acquisition time. Instead, filtering methods have been traditionally applied in the postprocessing stages. Such denoising methods have the drawback that while removing noise, they may also remove high-frequency signal components, thereby blurring the edges in the image and introducing some bias in the quantification process. However, advanced image denoising methods can mitigate this drawbacks.

Anisotropic Diffusion Filters (ADF) (1,2) are able to remove noise while respecting important image structures. Also more recently, wavelet based filters have been applied successfully to MR denoising (3-6). Finally, a Non-Local Means (NL-means) filter, first introduced by Buades et al. (7), has been recently improved and applied to MR data yielding the best results qualitatively and quantitatively when compared to other filtering techniques (8-10).

Depending on the used reconstruction method, MR images can be complex or real-valued and can have Gaussian or Rician distributed noise with uniform or non-uniform variance across the image (11). However, most of literature proposed denoising methods have been developed assuming a Gaussian noise distribution with a spatially independent variance. Although the Gaussian assumption could be valid on images with high SNR this is no longer true for many clinical data and especially in concrete applications such as Diffusion Tensor Imaging (DTI) or MR T2 Relaxometry where the bias induced by the Rician noise yields to erroneous parameter estimations.
This observation has recently led some authors to take into account the Rician nature of random noise in the MR data filtering process (10,12,13).

In another application, parallel acquisition techniques such as SENSE (14) or GRAPPA (15) introduce a spatially varying noise variance across the image. In these approaches, instead of acquiring image data sequentially, parallel MRI provides a way of simultaneously acquiring multiple image datasets and spatially encoding them by using sensitivity profiles of the receiver array coil. This yields to faster acquisitions at the cost of decreasing the SNR by at least the square root of the acceleration factor and generating an inhomogeneous spatial noise distribution. Such characteristic also affect images that have been inhomogeneity corrected or acquired with surface coils.

To the best of our knowledge, only two previous publications take into account the spatially varying noise problem in MRI. The first is the approach of Sansonov and Johnson (16) where an Anisotropic Diffusion Filter is applied after the estimation of the local noise variance. Such estimation is a parameter of the filter and has to be estimated separately from the sensitivity maps of the MR machine (which is not typically available) or from the inhomogeneity correction (depending on the case). The second method is based on the wavelet transform with a local noise estimation step (17). This approach estimates the local noise variance from the wavelet decomposition high frequency subband after discarding edge pixels. The filtering process is performed by soft-thresholding in an adaptive manner taking in consideration the local noise variance. None of these methods takes into consideration the Rician nature of the noise.

In this paper, a new method is presented which takes into consideration both the Rician nature of the MR data and the spatially varying noise patterns.
2. Material and Methods

2.1. Proposed Method

The Non Local Means filter

The NL-means filter \(^7\) restores every pixel in the image by computing a weighted average of surrounding pixels using a robust similarity measure that takes into account the neighboring pixels surrounding the pixel being compared.

In a 3D volume \(u\), the restored intensity \(\text{NL}(u)(x_i)\) of the voxel \(x_i\) is a weighted average of the voxels intensities \(u(x_i)\) in the 3D “search volume” \(V_i\) of size \((2M+1)^3\):

\[
\text{NL}(u)(x_i) = \sum_{x_j \in V_i} w(x_i, x_j) u(x_j)
\]  \[1\]

where \(w(x_i, x_j)\) is the weight assigned to value \(u(x_j)\) to restore voxel \(x_i\). More precisely, the weight evaluates the similarity between the intensity of the local neighborhoods \(N_i\) and \(N_j\) centered on voxels \(x_i\) and \(x_j\), such that:

\[
w(x_i, x_j) \in [0,1] \quad \text{and} \quad \sum_{x_j \in V_i} w(x_i, x_j) = 1
\]

For each voxel \(x_j\) in \(V_i\), the computation of the weight is based on the square of the Euclidean distance between patches \(u(N_j)\) and \(u(N_i)\), defined as:

\[
w(x_i, x_j) = \frac{1}{Z_i} e^{-\frac{||u(N_i) - u(N_j)||^2}{h^2}}
\]  \[2\]

where \(Z_i\) is a normalization constant ensuring that \(\sum_{x_j \in V_i} w(x_i, x_j) = 1\), and \(h\) acts as a filtering parameter controlling the decay of the exponential function.
Blockwise implementation

The main drawback of the NL-means filter is its computational burden. To speed up the filtering process a blockwise approach can be used to decrease the algorithmic complexity. Indeed, instead of denoising the image at a voxel level, entire blocks are directly restored (8).

A blockwise implementation of the NL-means filter consists in a) dividing the volume into blocks with overlapping supports, b) performing NL-means-like restoration of these blocks and c) restoring the voxels values based on the restored values of the blocks they belong to:

For each block $B_i$, a NL-means-like restoration is performed as follows:

$$\text{NL}(u)(B_i) = \sum_{x_j \in V_i} w(B_i, B_j) u(x_j) \quad [3]$$

For a voxel $x_i$ included in several blocks $B_i$, several estimations of the restored intensity $\text{NL}(u)(x_i)$ are obtained in different $\text{NL}(u)(B_i)$. The estimations given by different $\text{NL}(u)(B_i)$ for a voxel $x_i$ are stored in a vector $A_i$.

The final restored intensity of voxel $x_i$ is then defined as:

$$\text{NL}(u)(x_i) = \frac{1}{|A_i|} \sum_{p \in A_i} A_i(p) \quad [4]$$

where $A_i(p)$ denotes the $p_{th}$ element of the vector $A_i$.

The main advantage of this approach is to significantly reduce the complexity of the algorithm while only slightly decreasing the filtering accuracy. More details can be found in Coupé et al.(8).
Preselection

It has been shown that neglecting the voxels/blocks with small weights (i.e. the most dissimilar patches to the current one) speeds up the filter and significantly improves the denoising results (18,19,8,20). Here, we follow the preselection approach used in Coupé et al. (8) based on the local mean and variance of the 3D patches with a small modification.

In the original preselection proposed by Coupé et al. (8) the preselection was performed using the following rule:

\[
w(B_{ik}, B_j) = \begin{cases} 
1 & \text{if } \mu_i < \frac{u(B_{ik})}{u(B_j)} < \frac{1}{\mu_i} \text{ and } \sigma_i^2 < \frac{\text{Var}(B_{ik})}{\text{Var}(B_j)} < \frac{1}{\sigma_i^2} \\
0 & \text{otherwise.}
\end{cases}
\]  

where \( \mu(B_{ik}) \) and \( \text{Var}(u(B_{ik})) \) represent respectively the mean and the variance of the intensity function, for the block \( B_{ik} \) centered on the voxel \( x_{ik} \). The parameters \( 0 < \mu_1 < 1 \) and \( 0 < \sigma_1 < 1 \) were chosen as: \( \mu_1 = 0.95 \) and \( \sigma_1 = 0.5 \).

However, we noticed that the preselection based on the local mean is intensity sensitive, high and low intensity pixels are treated differently. In order to minimize such differences, the preselection is performed using the original and the inverted means, where the inverted mean is calculated as:

\[
\text{Inv}(u(B_{ik})) = \max(u) - u(B_{ik})
\]

therefore the proposed preselection remains as follows:

\[
w(B_{ik}, B_j) = \begin{cases} 
1 & \text{if } \mu_i < \frac{\text{Inv}(u(B_{ik}))}{\text{Inv}(u(B_j))} < \frac{1}{\mu_i} \text{ or } \mu_i < \frac{\text{Inv}(u(B_{ik}))}{\text{Inv}(u(B_j))} < \frac{1}{\mu_i} \text{ and } \sigma_i^2 < \frac{\text{Var}(B_{ik})}{\text{Var}(B_j)} < \frac{1}{\sigma_i^2} \\
0 & \text{otherwise.}
\end{cases}
\]
This simple approach improves the results by increasing the number of similar neighborhoods in dark areas at the expense of increasing the computational burden associated to the increased number of regions compared.

**Spatial adaptive denoising**

The most important parameter for NL-means denoising is $h^2$ that regulates the smoothing strength. The optimum value of this parameter has been experimentally estimated to be $\sigma^2$ for the block-based NL-means version, $\sigma$ being the noise standard deviation.

However, when dealing with non stationary noise the use of a global noise variance across the image will lead to suboptimal results. To deal with this situation, local noise estimation should be introduced.

Such estimation can be obtained by observing that the expectation of the squared Euclidean distance of two noisy patches as pointed out by Buades et al (21) is:

$$d(N_i, N_j) = E\left\|u(N_i) - u(N_j)\right\|^2_2 = \left\|u_0(N_i) - u_0(N_j)\right\|^2_2 + 2\sigma^2 \quad [8]$$

where $u_0$ is the noise free image. Therefore, $d(N_i, N_j)=2\sigma^2$ if $N_i=N_j$. If we assume that each 3D patch in the volume has at least one patch equal to itself then the noise variance can be estimated as:

$$\sigma^2 = \min\left(d\left(N_i, N_j\right)\right)/2 \quad \forall j \neq i \quad [9]$$

However, we found experimentally that this assumption is not normally met in real clinical conditions. In order to relax such assumption we estimated the local variance as:
\[
\sigma^2 = \min\left(d\left(R_i, R_j\right)\right) \quad \forall j \neq i \quad \text{and} \quad R = u - \psi(u) \quad [10]
\]

where the distance is calculated from a volume \( R \) computed as the subtraction of the original noisy volume \( u \) and the low pass filtered volume \( \psi(u) \) (using a 3x3x3 kernel) (see Figure 1). We have found experimentally that the minimum distance in this case is approximately equal to \( \sigma^2 \) due to the removal of low frequency information and the application of the minimum operator.

This simple approach has two important benefits. On one hand, it allows finding more similar patches with the same structure but with different mean level compensating intensity inhomogeneities typically present on MRI data and on the other hand, overestimation of the noise variance will be minimized in cases with unique patches in the search volume. Thus, the adaptive filter proposed will set the parameter \( h^2 \) equal to the minimum distance estimation as described in equation 10.

**Adaptation to Rician noise**

As previously noted, noise in magnitude MR images follows a Rician distribution. As consequence, the result of the weighted average will be biased due the asymmetry of the Rician distribution.

To avoid such bias, Manjón et al. (10) and Wiest-Daesslé et al. (13) recently proposed a Rician-adapted version of the original NL-means filter. These two approaches are very similar. Manjón approach yields a better global RMSE mainly due to a background overcorrection. Therefore, we have used the correction scheme proposed by Wiest-Daesslé that provides a better correction of the imaged object.

This Rician adapted filter removes bias intensity using the properties of the second-order moment of a Rice law. In fact, the second-order moment of a random variable \( X \) following a Rice distribution can be written as:
\[ E(X^2) = \mu^2 + 2\sigma^2 \]  \[11\]

where \( \sigma \) is the variance of the Gaussian noise in the complex raw data. Based on this property of the Rice distribution, Wiest-Daesslé et al. (13) have proposed to restore the unbiased intensity value as:

\[ \text{NL}_R(u)(x_i) = \sqrt{\max \left( \sum_{x_j \in V_i} w(x_i, x_j) u(x_j)^2 - 2\sigma^2, 0 \right)} \]  \[12\]

The same approach can be applied to blockwise version of the NL-means filter before aggregating the estimations:

\[ \text{NL}_R(u)(B_i) = \sqrt{\max \left( \sum_{x_j \in V_i} w(B_i, B_j) u(B_j)^2 - 2\sigma^2, 0 \right)} \]  \[13\]

Then, the aggregation of the estimators can be performed as defined in Eq. (4).

In our case, as the estimation of \( \sigma \) is spatially dependent a low pass filter (kernel size 5x5x5) is applied to regularize the estimated bias volume to provide a more consistent correction. However, in the Rician case, the local noise estimation is underestimated on regions of low signal due due the Rician nature of the noise. To correct such underestimation a correction factor was applied based on the local SNR as described by Koay et al. (22).

\[ \hat{\sigma}^2 = \frac{\sigma^2}{\xi(SNR)} \]  \[14\]

where \( \xi(SNR) \) is defined as follows:

\[ \xi(SNR) = 2 + \text{SNR}^2 - \frac{\pi}{8} \times \exp \left( - \frac{\text{SNR}^2}{2} \right) \left( 2 + \text{SNR}^2 \right) I_0 \left( \frac{\text{SNR}^2}{4} \right) + \text{SNR}^2 I_1 \left( \frac{\text{SNR}^2}{4} \right) \]  \[15\]

\[ \text{SNR} = \frac{\mu}{\sigma} \]
Here $\mu$ is the local mean, $\sigma^2$ is the local estimation of the noise variance and $\hat{\sigma}^2$ is the corrected estimation in the Rician case. $I_0$ and $I_1$ are the 0th and 1st order modified Bessel function of the first kind respectively.

**Multiresolution Framework**

As for all the denoising filters, the choice of the filtering parameters is crucial in NL-means-based restoration. The balance between structure preserving and noise removal is a difficult task. Different sets of parameters can be optimal for different space-frequency resolutions of the image. In Coupe et al. (9), a multiresolution framework based on wavelet transformation has been proposed to NL-means-based restoration of 3D MR images. This framework enables the procedure to implicitly adapt the filtering parameters according to the space-frequency resolution of the image. In the current approach we used the same strategy to optimize the denoising over all the frequencies of the image. Basically, this method is based on the application of the NL-means filter to the noisy volume with two different sets of parameters and mixing the results using different wavelet subbands from each restored volume. Details of the technique can be found in Coupé et al. (9).

The proposed approach in this paper is summarized on figure 2. As can be noted, no noise estimation (i.e. $h$ parameter) is supplied to the method as this parameter is automatically estimated within the method. In all the experiments we set the ratio of the 3D search area $M$ equal to 3 and the similarity 3D neighborhood have ratios of 1 and 2 for the multiresolution mixing. These parameters were found to be optimal in a previous work (9).
2.2. Evaluation Framework

Experimental data

To evaluate the proposed approach experiments were performed using the well-known Brainweb phantom (23-24). Three different image volume types were used in the evaluation, T1w, PDw and T2w with Gaussian and Rician noise levels from 1% to 15% of the maximum image intensity. Experiments were performed using both spatially homogeneous and inhomogeneous noise distributions. The Rician noise was built from white Gaussian noise in the complex domain:

\[
I_r(x_i) = I_0(x_i) + \beta(x_i) \eta_1(x_i), \quad \eta_1(x_i) \sim N(0, \sigma)
\]

\[
I_r(x_i) = \beta(x_i) \eta_2(x_i), \quad \eta_2(x_i) \sim N(0, \sigma)
\]

where \( I_0 \) is the “ground truth” and \( \sigma \) is the standard deviation of the added white Gaussian noise. \( \beta(x_i) \) is the noise modulation function which is equal to one on the uniform case and spatially varying (range \([1,3]\)) in the spatially dependent noise case. We used two example B modulation fields, one slow varying and one with fast transitions similar to those obtained on parallel imaging (See figures 3 and 4). Finally, the noisy image is computed as:

\[
I(x_i) = \sqrt{I_r(x_i)^2 + I_r(x_i)^2} \quad [16]
\]

Quality measure

The Peak Signal Noise Ratio (PSNR) was used as quality measure and was computed as:

\[
PSNR = 20 \log_{10} \frac{255}{\text{RMSE}} \quad [17]
\]
where RMSE denotes the root mean square error estimated between the ground truth and the denoised image. For the sake of clarity, the PSNR values were estimated only in the region of interest (head tissues) obtained by removing the background (i.e. the label 0 of the discrete model in Brainweb).

In the case of the non-adaptive NL-means method the $h^2$ parameter was set as the noise variance in the background (applied in the complex domain) as this is a common way to estimate the noise variance in clinical settings.

Therefore, during our experiment we have compared the following filter versions:

- **NLM**: Non Local Means Filter with Wavelet Mixing (9). This version includes blockwise approach, block preselection and wavelet mixing. The smoothing parameter was set to sigma (i.e. $h^2 = \sigma^2$).
- **ANLM**: Adaptive Non Local Means Filter with Wavelet Mixing. This version is similar to NLM filter but the smoothing parameter is locally adapted as described in Eq 10.
- **RNLM**: Rician Non Local Means Filter with Wavelet Mixing (13). This version include blockwise approach, block preselection, wavelet mixing and bias intensity correction as described by Wiest-Daesslé et al. The smoothing parameter was set to sigma (i.e. $h^2 = \sigma^2$).
- **ARNLM**: Adaptive Rician Non Local Means Filter with Wavelet Mixing. This version is similar to ANLM filter but with the corrected estimation of the local standard deviation of the noise $\sigma$ as described in Eq 14.

In order to facilitate reproducibility of the presented experiments the source code of the filters are available at: [http://webpage/page.html](http://webpage/page.html).
3. Results

**Synthetic Data**

Comparison between the spatially-adapted and non spatially-adapted versions of the proposed filter can be found in Figs 5 and 6 for stationary and non-stationary simulated noise (Gaussian and Rician distributed noise). The main differences in the uniform noise case of the two compared versions are found for low levels of noise, where the local estimation of noise favours a better parametrization of the filter due to a small overestimation of the noise variance for such levels of noise yielding improved results. For non stationary noise the proposed filter outperforms the non adaptive version for all noise levels and modulation field shapes analyzed. In Figs 7 and 8, a visual example of the results obtained for both, slow and fast varying noise levels, with the different methods (9% Gaussian noise) are shown for visual inspection. As can be noticed, the proposed adaptive approach clearly outperforms the non-adaptive version in both cases while behaving similarly to the non-adaptive version on the case of spatially uniform noise (for both Gaussian and Rician distributed noise). In all cases, absolute value of the image differences did not show any anatomical information.

**Real Clinical data**

To evaluate the proposed approach on real clinical data, three datasets were used. The first one was obtained with a MP-RAGE T1 volumetric sequence (256x240x176 voxels with a voxels resolution of 1 mm$^3$) acquired on a SIEMENS TRIO 3 Tesla scanner (Erlangen, Germany) using a GRAPPA acceleration factor of 2, TR=2300 ms, TE=2.9 ms, flip angle = 9º and TI = 900 ms. Result of the filtering of this dataset using the proposed method can be analyzed in Fig 9.

The second dataset was obtained with a TSE-FLAIR volumetric sequence (256x256x160 voxels with a voxels resolution of 0.94x0.94x1 mm) acquired on
a Philips Gyroscan 3 Tesla scanner (Netherlands) using a SENSE acceleration factor of 2, TR=14800 ms and TE=140 ms. This dataset was too noisy to be clinically useful but we use it here to better show the capabilities of the proposed approach on extremely noisy data. Result of the filtering of this dataset can be analyzed in Fig 10. As can be observed, the absolute value of the residuals of the filtering process clearly show the spatially varying noise pattern present in this data.

In order to show the performance of our method on classical 3D T1-w images (i.e. with stationary noise), the third dataset consisted in a MP-RAGE T1 weighted volumetric sequence acquired on a Siemens 1.5 Tesla Vision scanner (Erlangen, Germany). The acquisition parameters were, TR = 9.7 ms, TE = 4 ms, flip angle = 10°, TI = 20 ms, TD = 200 ms, 1x1x1.25 mm of voxel resolution. This dataset was downloaded from the fmri Data Center website (http://www.fmridc.org). Results of the filtering of this dataset can be analyzed in Fig 11. In this case, the proposed method also removed the noise successfully on a totally automatic manner showing no significant anatomical information on the image residuals. As can be observed in Fig 11, the background is masked due to the application of a defacer program. We have to notice here that due to this background extraction no noise variance estimation could be performed in such area as normally done for noise variance estimation in MRI. However, our method successfully denoised this data since it does not need such parameter as previously commented.
4. Discussion

To the best of our knowledge this is the first time that a method for spatially varying Rician noise filtering is proposed. Our approach has been demonstrated to produce similar results that the non-adaptive version of the filter for stationary noise without needing an explicit noise estimation (a small improvement is achieved for low noise conditions) and to clearly outperform the previously proposed non-adaptive version of NL-means filter for both spatially dependent Gaussian and Rician distributed noise.

Results over synthetic data showed an improved performance for different image types and levels of noise. The main benefit of the proposed filter is that it does not need any parameter related with the image noise level as it adapts itself to the quantity of noise present on the images locally. This filter can be applied to all kinds of images with either spatially homogeneous or inhomogeneous noise distribution. Furthermore, qualitative results on real clinical data are consistent with the results of synthetic data exhibiting no anatomical structures in the image residuals while being able to remove noise adaptively according to the local noise variance.

In conclusion, the obtained results suggest that the application of the proposed filter may benefit many quantitative techniques that rely on the good quality of the data. In this sense, applications such as segmentation, tractography or Relaxometry may take advantage from the enhanced data produced after the application of the proposed filter.
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Figures

Figure 1. Example of a noisy image and the difference image resulting from the subtraction of the low-pass filtered image. The image difference is used to estimate sigma by using the minimal distance computation between patches.
Figure 2. Diagram of the proposed method. Note that no parameters related the noise level (i.e. h parameter) has to be set in the proposed method.
Figure 3. Example of generation of a spatially slow varying noisy phantom.
From left to right: Original noise free image (T1w), noise modulation map, resulting noisy image and absolute value of the applied non stationary noise (9% Gaussian distributed noise).
Figure 4. Example of generation of a spatially varying noisy phantom with fast noise level transitions. From left to right: Original noise free image (T1w), noise modulation map, resulting noisy image and absolute value of the applied non stationary noise (9% Gaussian distributed noise).
Figure 5. Gaussian denoising results. Left column: Comparison of the NLM and ANLM filters for different levels of homogeneous Gaussian noise. Center column: Comparison of the NLM and ANLM filters for different levels of slow varying spatially dependent Gaussian noise. Right column: Comparison of the NLM and ANLM filters for different levels of fast spatially varying Gaussian noise.
Figure 6. Rician denoising results. Left column: Comparison of the RNLM and ARNLM filters for different levels of homogeneous Rician noise. Center column: Comparison of the RNLM and ARNLM filters for different levels of slow varying spatially dependent Rician noise. Right column: Comparison of the RNLM and ARNLM filters for different levels of fast spatially varying Rician noise.
Figure 7. Denoising results of the NLM and ANLM filters applied to spatially slow varying Gaussian noise (9%). As can be noticed the NLM filter does not remove properly the noise in the central area of the image while our proposed approach is able to remove the spatially varying noise consistently in all the regions. The variable amplitude of the removed noise is easily noticeable in the absolute value of the residuals (e-f).
Figure 8. Denoising results of the NLM and ANLM filters applied to spatially fast varying Gaussian noise (9%). As can be noticed the NLM filter does not remove properly the noise in the central area of the image while our proposed approach is able to remove the spatially varying noise consistently in all the regions. The variable amplitude of the removed noise is easily noticeable in the absolute value of the residuals (e-f).
Figure 9. Automatic denoising results obtained on typical clinical quality magnitude MPRAGE images acquired using a GRAPPA acquisition (factor 2). From top to bottom: original noisy data, denoised data using the ARNLM method and the corresponding residuals.
Figure 10. Automatic denoising results obtained on very noisy images acquired using a SENSE acquisition (factor 2). From top to bottom: original noisy data, denoised data using the proposed approach and the corresponding absolute value of residuals.
Figure 11. Automatic denoising results obtained on images acquired using a conventional acquisition (no SENSE). From top to bottom: original noisy data, denoised data using the proposed approach and the corresponding absolute value of residuals.