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As a task-based approach for medical image quality assessment, model observers (MOs) have been proposed as surrogates for human observers. While most MOs treat only signal-known-exactly (SKE) tasks, there are few studies on the signal-known-statistically (SKS) MOs, which are more clinically relevant. In this paper, we present a new SKS MO named Channelized Joint detection and estimation Observer (CJO), capable of detecting and estimating signals with unknown amplitude, orientation and size. We evaluate its estimation and detection performances using both synthesized (correlated Gaussian) backgrounds and real clinical (MR) backgrounds. The results suggest that the CJO has good performances in the SKS detection-estimation task.


1. Introduction

Medical image quality assessment enables the evaluation and optimization of image acquisition systems, image-processing algorithms and image visualization systems. Task-based image quality assessment approaches [1, 2] characterize the image quality by measuring the performance of an observer, most often a human observer, in completing a specific diagnostic task. Model observers (MOs) [3] have been proposed as surrogates for human observers to avoid the costly and time-consuming procedure involving human observers. The design of a model observer (MO) depends on both the task of interest and the image data.

In the detection task, the presence/absence of a signal (lesion) needs to be decided. A good review on MOs for this task is given in [4]. All these MOs compute a scalar test statistic via a discriminant function of the image data; and they differ by their discriminant functions [5, 6].

MOs can be divided into two categories based on the fact whether exact information is available about the signal: Signal-Known-Exactly (SKE) MOs [7, 8] where signal parameters (e.g. intensity amplitude, size, shape, orientation and location) are known exactly to the MOs; and Signal-Known-Statistically (SKS) MOs [9, 10] where signal parameters are not known exactly a priori, but specified by a probability density function (PDF). SKS MOs are believed to be more clinically relevant, considering human observers’ uncertainty and variability in signal parameters in routine diagnosis [12, 13].

In recent publications, we observed a gradual trend from SKE MOs to SKS MOs with the purpose of improving the clinical relevance of MOs. Eckstein et al. [14–16] proposed to establish different templates for different combinations of signal parameters and output the optimal template response (in a maximum likelihood sense) as the final test statistic. Zhang et al. [17] applied this method on the signal known exactly but variable (SKEV) task (signal parameters are selected from a set of values, then changes from trial to trial, but always known exactly by the observer in each trial), which could be considered as an intermediate step towards the SKS task. Lartizien et al. [9] extended this method to 3D (volumetric) images for signal location known exactly but variable. For the SKS task where the unknown signal parameter is its location, Park et al. [10] proposed a scanning CHO which exhaustively scans the image, then the location that gives the largest test statistic is chosen as the tentative location while that test statistic is the final test statistic. Gifford et al. [18–20] proposed a visual-search (VS) model which firstly identifies some candidate blobs guided by features of the test image and then applies the scanning CHO on each candidate blob.

Clarkson [21] proposed an ideal Estimation Receiver Operating Characteristic (EROC) observer, whose EROC curve lies above those of all other observers for the given joint detection estimation task. Whitaker et al. [11] proposed a scanning-linear estimator (SLE) for the pure estimation task. Here “scanning” means performing a global-extremum search to maximize a linear
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metric. The authors proved that the linear metric to be optimized can be derived as a special case of maximum a posteriori (MAP) estimation when the likelihood is Gaussian and a slowly varying covariance approximation is made. This approach is the most similar one to our proposed method. Recently, based on the joint detection and estimation (JDE) theory [22], Goossens et al. [23] proposed a series of corresponding SKS CHOs, each treating a signal with varying amplitude, orientation or size separately, which deal with the estimation and the detection task.

We notice that until now SKS MOs suffers from several limitations:

1) The range of variable signal parameters of the existing SKS MOs needs to be widened. For example, Park et al. [10] and Gifford et al. [18–20] consider the SKS task only varying the signal position.

2) The method of Eckstein et al. [14–16] and that of Park et al. [10] share the same following limitations: the required number of training images is too large and the calculation amount increases rapidly with the number of variable signal parameters.

3) Although within the theoretical framework of Clarkson et al. [21], all signal parameters could be estimated along with the calculation of the test statistic, practically this has not been tackled yet.

4) The estimation performance of the SLE proposed by Whitaker et al. [11] has been evaluated when signal amplitude, size and location are variable. However they only focused on the estimation task and did not investigate the detection task performance.

To overcome the above problems of the existing SKS MOs, we propose here a new SKS MO that deals with both the detection and the estimation task, in which the signal amplitude, orientation and scale are variable. It is an extension of the SKS CHOs proposed in [23–24]. We name it Channelized Joint detecting and estimating Observer (CJO).

The CJO has already been used in [25], by integrating with a Perceptual Difference Model for the joint detection-localization task, where the CJO performs the detection task and the Perceptual Difference Model performs the localization task. In this work, we use both real clinical backgrounds and Correlated Gaussian background (CGB) modeled by Eq. (2):

\[ b \sim \mathcal{N}(\mu_b, \Sigma_b). \]  

where \( \mu_b \) is the mean and \( \Sigma_b \) is the covariance matrix. This model allows modeling the spatial correlation in clinical images while remains easy to be mathematically manipulated.

2.2. Signal model

As said in [28], for the detection task the abnormality of a suitable pathology should not be too conspicuous, and for this pathology the detection task should be the first and the most important step for its diagnosis and treatment. Considering the MRI modality, the multiple sclerosis (MS) was thus selected. We use the MS lesion as the signal in this paper. An example of MR image with multiple sclerosis (MS) lesions on T2 FLAIR sequence (most efficient sequence for the MS lesion detection) is shown in Figure. 1. From Figure. 1 we see clearly that 1) MS lesion appears as hyper-signal (having a higher intensity than its surrounding white matter) on T2 FLAIR sequence; 2) there are multiple lesions in the image and 3) the orientation, scale and amplitude of lesions are unknown. Note that the shape of the MS lesions may depend on the stage of the disease: in earlier stages, the lesion are more circularly symmetric; while in later stages, the asymmetric shape becomes more apparent. Thus we can well mimic the MS lesions on T2 FLAIR sequence using a 2D Gaussian function.

2. Mathematical Background

We are interested in a signal detection task in a medical image, where the decision making is the validation of one of two exclusive hypotheses: \( \mathcal{H}_0 \) (signal absent) and \( \mathcal{H}_1 \) (signal present). The observed image data \( g \) is thus:

\[ \mathcal{H}_k : g = b + n + kx, \quad k = 0, 1 \]  

where the signal is denoted as \( x \), the background as \( b \), the noise as \( n \). The absence or presence of the signal is controlled by the binary variable \( k \). Let the observed image be represented as column vectors, then \( g \) is an \( M \times 1 \) vector for an image with \( M \) pixels. In the literature, the amount of noise is usually assumed to be so small that it does not disturb the statistical properties of the background.

2.2. Background and Signal models

Firstly, we consider the background and signal models for our new SKS MO - CJO.

2.2.1. Background model

All artificial models (e.g., white Gaussian background, correlated Gaussian background, lumpy background [25], and clustered lumpy background [27]) are simplifications of real backgrounds encountered in clinical practice, but they allow different observer strategies to be easily assessed and compared.

In this work, we use both real clinical backgrounds and Correlated Gaussian background (CGB) modeled by Eq. (2):

\[ b \sim \mathcal{N}(\mu_b, \Sigma_b). \]  

where \( \mu_b \) is the mean and \( \Sigma_b \) is the covariance matrix. This model allows modeling the spatial correlation in clinical images while remains easy to be mathematically manipulated.

2.2.2. Signal model

As said in [28], for the detection task the abnormality of a suitable pathology should not be too conspicuous, and for this pathology the detection task should be the first and the most important step for its diagnosis and treatment. Considering the MRI modality, the multiple sclerosis (MS) was thus selected. We use the MS lesion as the signal in this paper. An example of MR image with multiple sclerosis (MS) lesions on T2 FLAIR sequence (most efficient sequence for the MS lesion detection) is shown in Figure. 1. From Figure. 1 we see clearly that 1) MS lesion appears as hyper-signal (having a higher intensity than its surrounding white matter) on T2 FLAIR sequence; 2) there are multiple lesions in the image and 3) the orientation, scale and amplitude of lesions are unknown. Note that the shape of the MS lesions may depend on the stage of the disease: in earlier stages, the lesion are more circularly symmetric; while in later stages, the asymmetric shape becomes more apparent. Thus we can well mimic the MS lesions on T2 FLAIR sequence using a 2D Gaussian function.
The 2D Gaussian signal model can be written as:

\[
[x]_p = a \exp \left( -\frac{1}{2} (p - q)^\intercal B^\intercal D^{-1} B (p - q) \right)
\]  
(3)

where \([x]_p\) denotes the intensity value of the added signal at the 2D coordinate \(p\). The signal intensity attenuation is hereby modeled by a Gaussian function of peak amplitude \(a\), centered at \(q\). The diagonal matrix \(D\) in Eq. (3) specifies the ellipse’s scale \(\sigma\) and shape \(b\) \((b \geq 1)\). Note that \(\sqrt{b}\sigma\) and \(\sigma\) are one-half of the ellipse’s major and minor axes respectively; when \(b = 1\), the signal in Eq. (3) corresponds to a rotationally symmetric Gaussian function. The matrix \(B\) in Eq. (4) is a geometric rotation matrix, which rotates points in the xy-Cartesian plane counterclockwise through an angle \(\theta\) about the origin of the Cartesian coordinate system.

\[
D = \begin{bmatrix} b\sigma^2 & 0 \\ 0 & \sigma^2 \end{bmatrix} \quad B = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}
\]  
(4)

The signal parameters can be grouped in a vector:

\[
\alpha = [a, \theta, b, \sigma, q]
\]  
(5)

Note that other choices of signal models are also possible with our numerical observer. In general, we can consider a more general form of the signal:

\[
[x]_p = f_\alpha(p)
\]  
(6)

where \(f_\alpha(p)\) is a function that represents a general parametrized signal with parameters \(\alpha\). According to the SKS principle, the signal parameters are not known in advance, but are rather specified by their respective PDFs. Note that the exact shape of the signal does not matter as long as it is the same in all the training/test images, except for the parameters.

2.B. Joint Detection and Estimation (JDE)

One possible solution for performing signal detection under signal uncertainty is an approach based on the joint detection and estimation (JDE) theory, in which \(\alpha\) and \(H_k\) estimates are chosen jointly to maximize the joint posterior probability \(P(\alpha, H_k | g)\). In this approach, we consider the signal parameters as a true characteristic of a signal that is either present or not present in an image. The signal parameter estimates only have a physical meaning when a signal is successfully detected (\(H_1\)). This allows us to make a decision of signal presence using the following maximum a posteriori probability (MAP) estimation:

\[
(\hat{\alpha}, \hat{H}_k) = \arg \max_{\alpha, H_k} P(\alpha, H_k | g) = \arg \max_{\alpha, H_k} P(g | \alpha, H_k)P(\alpha)P(H_k) = \arg \max_{\alpha, H_k} P(g | \alpha, H_k)P(\alpha)P(H_k)
\]  
(7)

where we exploited the statistical independence of \(\alpha\) and \(H_k\) (resulting in \(P(\alpha, H_k) = P(\alpha)P(H_k)\)). Under the assumption of a zero-mean correlated Gaussian background Eq. (2), the conditional probability density function \(P(g | \alpha, H_k)\) can be written as:

\[
P(g | \alpha, H_k) = \frac{1}{\sqrt{(2\pi)^M |\Sigma_b|)} \cdot \exp \left\{ -\frac{1}{2} (g - kx_\alpha)^\intercal \Sigma_b^{-1} (g - kx_\alpha) \right\}
\]  
(8)

In view of the monotonic logarithmic function, the maximization Eq. (7) is then equivalent to:

\[
(\hat{\alpha}, \hat{H}_k) = \arg \max_{\alpha, H_k} \{ \ln P(H_k) + \ln P(\alpha) - \frac{1}{2} (g - h^\intercal x_\alpha)^\intercal \Sigma_b^{-1} (g - h^\intercal x_\alpha) \}
\]  
(9)

It can be shown that this joint optimization problem can be solved by two sequential steps: in the first step, the signal parameters are estimated irrespective of the hypothesis \(H_k\). In the second step, the estimated signal parameters are used to detect the signal. We will now describe these steps in more detail.

2.B.1. Estimation

The estimation problem here is actually to find the parameters maximizing the probability in a MAP sense, as given in Eq. (10), which is equivalent to maximizing separately \(P(\alpha | H_k, g)\) for \(k = 0, 1\), then comparing the two results and choosing the bigger one. As already mentioned, the estimated parameters have no physical meaning in the case of hypothesis \(H_0\) (signal is absent).
\[ \hat{\alpha} = \arg \max_{\alpha} P(\alpha \mid g) \]
\[ = \arg \max_{\alpha} \max \{ \]
\[ P(g \mid x_{\alpha}, \mathcal{H}_1)P(\alpha \mid \mathcal{H}_1), P(g \mid x_{\alpha}, \mathcal{H}_0)P(\alpha \mid \mathcal{H}_0) \} \]
\[ = \arg \max_{\alpha} \max \{ \]
\[ P(g \mid x_{\alpha}, \mathcal{H}_1)P(\alpha \mid \mathcal{H}_1), P(g \mid \mathcal{H}_0)P(\alpha \mid \mathcal{H}_0) \} \]
\[ \] (10)

Without loss of generality, two additional assumptions are often taken in practice to further simplify the expression:

1. the parameters are uniformly distributed over the admissible space \((P(\alpha) \propto 1)\);
2. the two hypotheses \(k = 0, 1\) are equiprobable: \(P(\mathcal{H}_0) = P(\mathcal{H}_1)\).

These simplifications are adopted in this work to facilitate the validation of the model observer for SKS task, though an extension to a more generic model can be derived directly. Thus from Eq. (9) and Eq. (10), the estimation problem becomes:

\[ \hat{\alpha} = \arg \max_{\alpha} \left\{ \max \left\{ x_{\alpha}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\alpha}), 0 \right\} \right\} \] (11)
where 0 corresponds to the case \(k = 0\) (signal absence). It follows that:

- if for all \(\alpha\), \(x_{\alpha}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\alpha}) \leq 0\), then the maximization in Eq. (11) is meaningless since the maximum is always zero;
- otherwise \(\hat{\alpha} = \arg \max_{\alpha} \left\{ x_{\alpha}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\alpha}) \right\} \).

Consequently the estimation algorithm can be written as:

1. Calculate \(\alpha_t\):
\[ \alpha_t = \arg \max_{\alpha} \left\{ x_{\alpha}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\alpha}) \right\} ; \] (12)

2. Determine \(\hat{\alpha}\) according to the following rules:
\[ \hat{\alpha} = \begin{cases} \alpha_t & \text{if } x_{\alpha_t}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\alpha_t}) > 0 \\ \text{any value in the space of } \alpha & \text{else} \end{cases} \] (13)

It should be noted that in general there is no analytical solution for Eq. (12) because of the nonlinearity and non-concavity of the function. An alternative is to solve the maximization problem by an iterative method, such as Gauss-Newton approaches, non-linear conjugate gradient methods, etc. The iterative algorithm is then run over the parameter space of \(\alpha\), according to some updating rule which often involves matrix multiplications for each iteration.

2.B.2. Detection

Now we consider the posterior probabilities of the two hypotheses given the estimated signal parameters \(\hat{\alpha}\) and a particular observation \(g\):

\[ P(\mathcal{H}_k \mid \hat{\alpha}, g) = \frac{P(\mathcal{H}_k)P(\hat{\alpha})P(g \mid \mathcal{H}_k, \hat{\alpha})}{P(g \mid \hat{\alpha})} \]
\[ \propto P(\mathcal{H}_k)P(g \mid \mathcal{H}_k, \hat{\alpha}) \quad k = 0, 1 \] (14)

where \(P(g \mid \hat{\alpha})\) in the denominator since it is not a function of \(\mathcal{H}_k\).

The classical decision approach, based on signal detection theory, is to choose \(\mathcal{H}_1\) when
\[ P(\mathcal{H}_1 \mid \hat{\alpha}, g) > P(\mathcal{H}_0 \mid \hat{\alpha}, g) \]
and \(\mathcal{H}_0\) in the reverse case, which leads to the decision rule as below:

\[ \ln P(\mathcal{H}_1) + \ln P(g \mid \mathcal{H}_1, \hat{\alpha}) \gtrless \ln P(\mathcal{H}_0) + \ln P(g \mid \mathcal{H}_0, \hat{\alpha}) \]
\[ \iff -\frac{1}{2}(g - x_{\hat{\alpha}})^{\dagger} \Sigma_{b}^{-1} (g - x_{\hat{\alpha}}) \gtrless \frac{1}{2} g^{\dagger} \Sigma_{b}^{-1} g \gtrless \ln \left( \frac{P(\mathcal{H}_0)}{P(\mathcal{H}_1)} \right) \]
\[ \iff \lambda = x_{\hat{\alpha}}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\hat{\alpha}}) \gtrless \ln \left( \frac{P(\mathcal{H}_0)}{P(\mathcal{H}_1)} \right) \] (15)

It is easy to see that the test statistic \(\lambda\) is linear in \(g\), given the optimal estimated signal parameters, the background covariance matrix \(\Sigma_{b}\) and the prior probabilities of two hypotheses \(P(\mathcal{H}_k)\) (often assumed to be equal without special knowledge of the data set).

Note that the test statistic is actually realized jointly with the estimation step. In other words, the comparison \(x_{\hat{\alpha}}^{\dagger} \Sigma_{b}^{-1} (g - \frac{1}{2} x_{\hat{\alpha}}) > 0\) determines both the estimate of the signal parameters Eq. (13) and the validation of \(\mathcal{H}_k\) (detection decision) Eq. (15), where the name JDE comes from.

2.C. Channelized Joint detection and estimation Observer (CJO)

Due to the high dimensionality of modern images, the direct calculation of the test statistic in Eq. (15) is practically infeasible: the inversion of the covariance matrix \(\Sigma_{b}\) costs \(O(M^3)\), knowing that the dimension of \(\Sigma_{b}\) is \(M \times M\) when the number of pixels in the image is \(M\).

The inversion of \(\Sigma_{b}\) can be implemented more efficiently by using iterative solvers or by including an assumption of spatial stationarity. However, this approach still suffers from problems due to the "curse of dimensionality" [30] and very large numbers of images are typically required in order to obtain reliable estimates of the covariance.

Instead, as in other model observers [17], we employ a linear dimension reduction technique that is called channelization: we project each input image onto a relatively small set of pre-defined channels. The channels are then designed to preserve the information that is relevant for the model observer, so that the ideal performance of the observer (e.g. in an asymptotic sense) is not affected by the channel selection. For more details, the reader may refer to [7].

The maximization in Eq. (12) based on the channel-
Eq. (13) and Eq. (15) could be rewritten as:
\[ \alpha_t = \arg \max_{\alpha} -\frac{x_0^t}{\|U_\alpha\|_F^2} U_\alpha (\Sigma_b^{-1} U_\alpha^t) \left( g - \frac{1}{2} x_0 \right) \]

where \( \|U_\alpha\|_F^2 \) is a channel matrix energy normalization factor and \( \|\cdot\|_F \) denotes the Frobenius norm of the matrix [23]. Ideally, we want the function in Eq. (16) to be close enough to that in Eq. (12), so that the impact of the dimensionality reduction is minimal. Intuitively, this implies that the covariance matrix \( \Sigma_b \) and the channel matrix \( U_\alpha \) should be calibrated properly, namely \( \Sigma_b^{-1} \approx \frac{1}{\|U_\alpha\|_F^2} U_\alpha (\Sigma_b^{-1} U_\alpha^t) \). This is a sufficient condition but not necessary for that the \( \alpha_0 \) obtained by Eq. (16) is approximate to that given by Eq. (12).

The maximization problem in Eq. (16) is hardly realizable since practically it needs a whole set of channel matrices \( U_\alpha \) with varying \( \alpha \) (the search space of \( \alpha \) is huge). Our solution in [24] is to solve this problem by searching the optimal parameters in the channel domain instead of the spatial domain, without loss of accuracy. This requires that a transform on the signal in the spatial domain can be expressed as an equivalent transform on the channelized reference signal \( x_0 \), instead of the spatial domain, without loss of accuracy.

Next, the scale-shiftable channels are defined by a logarithmic warping of the radial frequency axis:
\[ f_{\theta_k}(\omega) = \frac{(K - 1)2^{K-1}}{\sqrt{K(2K - 2)!}} \left( \cos(\varphi - \theta_k) \right)^{K-1} \]

where \( \theta_k = \frac{(k-1)\pi}{K} \) for \( k = 1, \ldots, K \) are evenly spaced analysis angles and \( K \) is the number of steerable channels. Note that other choices than Eq. (22) are possible that are steerable in orientation.

Steerability in orientation means that any rotated version of \( f_{\theta_k}(\varphi) \) can be generated by computing a linear combination of a fixed number of channels \( f_{\theta_k}(\varphi) \), with \( k = 1, \ldots, K \), or \( f_{\varphi}(\varphi) = \sum_{k=1}^{K} \left| A_{\theta_k} \right|_1 f_{\theta_k}(\varphi) \). Instead of computing the channel responses for channels with a continuous parameter \( \theta_k \), the same response can be obtained by calculating a linear combination of the responses for a fixed number of channels. Furthermore, this operation also preserves the energy of the channelized image \( g' \). This is reflected in the fact that the channels themselves are normalized in terms of energy:
\[ \sum_{k=1}^{K} \left| f_{\theta_k}(\varphi) \right|^2 = 1 \]

Moreover, remark that the channels Eq. (22) are well-localized in orientation: the maximum is reached for \( \varphi = \theta_k \), and we further have that \( f_{\theta_k}(\varphi) < f_{\theta_k}(\theta_k) \).

Next, the scale-shiftable channels are defined by a logarithmic warping of the radial frequency axis:
\[ f_{\sigma_j}(\omega) = \text{sinc} \left( \text{sign}(\omega) \log_2 \left( \frac{2\pi \omega}{\pi} \right) \right) \quad |\omega| < \pi; \]

where \( \sigma_j = 2^{j-1} \) for \( j = 1, \ldots, J \) and \( J \) is the number of scale-shiftable channels. It can easily be checked that the scale-shiftable channels are also normalized in energy, in
the following sense:
\[ \sum_{j=-\infty}^{+\infty} |f_{\sigma_j}(\omega)|^2 = 1 \]  
(25)

By exploiting the fact that \( f_{\theta_k}(\varphi) \) only depends on the polar angle \( \varphi \) and that \( f_{\sigma_j}(\omega) \) depends on the radial frequency \( \omega \), channel functions can be composed that are jointly steerable in orientation and shiftable in scale:
\[ f_{\theta_k,\sigma_j}(\omega, \varphi) = f_{\theta_k}(\varphi) f_{\sigma_j}(\omega) \quad k = 1, \ldots, K; j = 1, \ldots, J \]  
(26)

These channels are particularly useful to solve the amplitude-orientation-scale-unknown detection task, because with a suitable choice of \( \varphi \) jointly steerable in orientation and shiftable in scale:
\[ f_{\theta_k,\sigma_j}(\omega, \varphi) = f_{\theta_k}(\varphi) f_{\sigma_j}(\omega) \quad k = 1, \ldots, K; j = 1, \ldots, J \]  
(26)

An example of channels \((K = 3 \text{ and } J = 4)\) is shown in Figure. 2

Interestingly, exploiting the separability in polar frequencies of Eq. (26), the joint transform matrix can be constructed using the Kronecker product \( \otimes \) of two matrices:
\[ \mathbf{A}_{\varphi}' = \mathbf{A}_{\varphi,\theta,\sigma} = \frac{1}{a} \mathbf{A}_{\varphi}' \otimes \mathbf{A}_0' \]  
(31)

Note that the order of appearance of \( \mathbf{A}'_\sigma \) and \( \mathbf{A}'_\varphi \) in Eq. (31) depends on the sample storage ordering during the construction of channel matrix \( \mathbf{U} \).

The matrix \( \mathbf{A}_0' \) is orthonormal:
\[ (\mathbf{A}_0')^\dagger \mathbf{A}_0' = \mathbf{A}_0' (\mathbf{A}_0')^\dagger = \mathbf{I}. \]  
(32)

This is useful for reducing the calculation burden of the normalization factor
\[ \left\| \mathbf{U} (\mathbf{A}_\sigma')^\dagger \mathbf{A}_\varphi' \right\|_F = \frac{1}{a^2} \left\| \mathbf{U} (\mathbf{A}_\sigma' \otimes \mathbf{A}_0')^\dagger \right\|_F^2, \]  
(33)

which costs \( \mathcal{O}(M^2 \cdot (JK)^2) \) by direct evaluation. A simplified numerical method is provided here.

From the definition of the Frobenius norm, we have:
\[ \left\| \mathbf{U} (\mathbf{A}_\sigma' \otimes \mathbf{A}_0')^\dagger \right\|_F^2 = \text{trace} \left( (\mathbf{A}_\sigma' \otimes \mathbf{A}_0')^\dagger \mathbf{U} (\mathbf{A}_\sigma' \otimes \mathbf{A}_0') \right) \]
\[ = \text{trace} \left( (\mathbf{U}^\dagger \mathbf{U}) (\mathbf{A}_\sigma' \otimes \mathbf{A}_0') (\mathbf{A}_\sigma' \otimes \mathbf{A}_0') \right) \]
\[ = \text{trace} \left( (\mathbf{U}^\dagger \mathbf{U}) \left( (\mathbf{A}_\sigma')^\dagger \otimes (\mathbf{A}_\sigma')^\dagger \right) (\mathbf{A}_\sigma' \otimes \mathbf{A}_0') \right) \]
\[ = \text{trace} \left( (\mathbf{U}^\dagger \mathbf{U}) \left( (\mathbf{A}_\sigma')^\dagger \otimes (\mathbf{A}_\sigma')^\dagger \right) \right) \]  
(34)

Let \( (\mathbf{A}_\sigma')^\dagger \mathbf{A}_\sigma' = S = [s_{ij}] \ (i, j = 1, \ldots, J) \), then divide the matrix \( \mathbf{U}^\dagger \mathbf{U} \) (dimension \( JK \times JK \)) into \( J \times J \) sub-matrices \( \mathbf{T}_{ij} \) (\( i, j = 1, \ldots, J \)), each of dimension \( K \times K \), the right hand can be written as:
\[ \sum_{i=1}^{J} \text{trace} \left( \sum_{j=1}^{J} s_{ij} \mathbf{T}_{ij} \right) = \sum_{i=1}^{J} \sum_{j=1}^{J} s_{ij} \text{trace}(\mathbf{T}_{ij}) \]  
(35)
3. Practical implementation of the CJO

In this section, we give more details on how the CJO can be implemented and used in practice. We consider both the training phase and testing phase of the model and we discuss a regularization technique to deal with the ill-conditioning of the covariance matrix when the number of channels is large.

3.A. Stages of implementation

As SKE CHO’s implementation, we can realize the CJO for the amplitude-orientation-scale-unknown task by training and test stages [7].

3.A.1. Training stage

In the training stage, the inputs are also two sets of images (with-signal and without-signal) whose ground truth is known for the CJO, including the signal profile \( x_\alpha \). Let \( g \) denote a particular image, \( x_\alpha \) a particular signal.

The outputs of this stage are the estimated channelized reference signal \( \hat{x}_0 \) and a template \( w \).

\[
\hat{x}_0 = \langle A_{a,\theta,\sigma} x_\alpha \rangle = \langle A_{a,\theta,\sigma} \langle U^T x_\alpha \rangle \rangle \tag{36}
\]

\[
w = (\hat{\Sigma}_b')^{-1} \hat{x}_0 \tag{37}
\]

where \( \langle \cdot \rangle \) denotes the sample average. \( \hat{\Sigma}_b \) is the estimated background covariance matrix:

\[
\hat{\Sigma}_b = \frac{1}{2} \left[ \langle g' - \langle g' \mid H_0 \rangle \rangle \langle g' - \langle g' \mid H_0 \rangle \rangle^T \mid H_0 \rangle \right] + \frac{1}{2} \left[ \langle g' - x_\alpha' \rangle - \langle g' - x_\alpha' \rangle \mid H_1 \rangle \right] \cdot \left[ \langle g' - x_\alpha' \rangle - \langle g' - x_\alpha' \rangle \mid H_1 \rangle \right]^T \mid H_1 \right) \tag{38}
\]

where \( g' \) is the channelized image with the \( M^2 \)-by-\( JK \) channel matrix \( U \) constructed from Eq. [26]:

\[
g' = U^T g \tag{39}
\]

Recall that during the training stage, the exact values of \( \alpha \) are assumed to be available (in contrast to the testing stage). Consequently, the training stage of the CJO is quite similar to the training stage of the CHO.

3.A.2. Test stage

In the test stage, \( w \) and \( \hat{x}_0 \) are used to estimate the signal parameters, as well as to calculate the test statistic \( \lambda \) for each input test image \( g \), the ground truth is however unknown to the CJO.

To find the maximum in Eq. [18], as a first step, we have simply used a brute-force search for a fixed number (denoted by \( N \)) of equally spaced signal parameters. Then the maximum of the test statistics yielded by all the possible combinations of chosen parameters is chosen as the final test statistic:

\[
\lambda = \max_{a,\theta,\sigma} (\lambda_{a,\theta,\sigma}) \tag{40}
\]

\[
\lambda = \max_{a,\theta,\sigma} \left( \frac{w^t}{U \left( A'_{a,\theta,\sigma} \right)^t} \right)^2 \left( A'_{a,\theta,\sigma} g' - \frac{1}{2} \hat{x}_0 \right) \right) \tag{40}
\]

Because the optimization in Eq. [40] takes place in the channel domain, the maximization of Eq. [40] is still relatively fast, even when done using a brute-force search.

Finally, the detection performance of the model can be calculated using the area under the ROC Curve (AUC) (e.g., employing the Mann-Whitney-Wilcoxon test) [31], or alternatively using the area under the EROC [21].

3.B. Tikhonov regularization

Note that the estimated covariance matrix \( \hat{\Sigma}_b \) in Eq. [38] becomes ill-conditioned when the number of channels is large ((\( K, J \) = (3, 9), (5, 8), (7, 8), (9, 7)...). That causes the numerical instabilities (big errors) when evaluating the CJO’s performance. Thus we use the Tikhonov regularization [32] method to estimate the covariance matrix here.

Instead of calculating Eq. [37] by direct inverse as the solution of a linear problem:

\[
\hat{x}_0 = \hat{\Sigma}_b^{-1} w, \tag{41}
\]

a bias is introduced deliberately in the solution research by considering the following problem:

\[
\min_{w} \left\{ \frac{1}{2} \parallel \hat{\Sigma}_b^{-1} w - \hat{x}_0 \parallel^2 + \frac{1}{2} \eta \parallel w \parallel^2 \right\}, \tag{42}
\]

for which the positive coefficient \( \eta \) controls the regularization level of the expected solution.

Note that the empirical estimate matrix \( \hat{\Sigma}_b \) is by construction (cf. Eq. [38]) non-negative definite and allows the following singular value decomposition (SVD):

\[
\hat{\Sigma}_b = VDV^t, \tag{43}
\]

where \( V \) is an orthonormal matrix containing normalized eigenvectors (\( VV^t = I \)), and \( D = \text{diag}(d_1, \ldots, d_p) \) is a diagonal matrix whose main diagonal contains eigenvalues in the descending order \( d_1 \geq \ldots \geq d_p > 0 \). We recall that the condition number is the ratio \( d_1 / d_p \). Its direct inverse writes thus \( \hat{\Sigma}_b^{-1} = VD^{-1}V^t \).

In the SVD point of view, the regularization method can then be applied to replace \( \hat{\Sigma}_b^{-1} \) in Eq. [37] with

\[
w^t = \Sigma_l^{-1} \hat{x}_0 \tag{44}
\]

\[
\Sigma_l = \left( \Sigma_l^t \Sigma_l + \eta I \right)^{-1} \Sigma_l^t = V \begin{bmatrix} d_1 & & & \cdots & \cdots & \cdots \\
 0 & \ddots & & \cdots & \cdots & \cdots \\
 0 & & \ddots & & \cdots & \cdots \\
 0 & & & \ddots & & \cdots \\
 0 & & & \cdots & \ddots & \cdots \\
 0 & & & \cdots & \cdots & \ddots \\
 \end{bmatrix} V^t \tag{45}
\]

by choosing \( d_1^2 \gg \eta \gg d_p^2 \) for the ill-conditioned cases. We note that for cases with relatively small condition
numbers, the regularization has negligible effects by imposing \( d_\eta^2 \gg \eta : \Sigma = d_\eta \) is close to the direct inverse of \( \Sigma \), and thus the detection performances should not change significantly. In fact, for the limit case \( \eta = 0 \) (45) even reduces to the pseudo-inverse. On the contrary, for ill-conditioned cases the presence of \( \eta \) avoids the division by zero with the eigenvalues such as \( d_p \).

4. Performance evaluation of the CJO

In this section, we will evaluate the CJO’s estimation and detection performance using both the correlated Gaussian backgrounds and the real clinical backgrounds.

4.A. Parameter setup for the CJO

For both synthesized images and real clinical images, the image size is \( 65 \times 65 \); 500 pairs of images are used for the training stage (500 with-signal and 500 without-signal images), and 100 pairs of images are used for the test stage (note that the test images are different from the training images). The simulated lesion is located in the center of the images. The signal orientation range is \( [\theta_{\text{min}}, \theta_{\text{max}}] = [0, \pi] \). The signal amplitude range \( [a_{\text{min}}, a_{\text{max}}] \) and the signal scale range \( [\sigma_{\text{min}}, \sigma_{\text{max}}] \) cover the corresponding maximum accessible parameter space according to the background type. For example, \( [a_{\text{min}}, a_{\text{max}}] = [1, 255] \) (pixel intensity value), and \( [\sigma_{\text{min}}, \sigma_{\text{max}}] = [1, 6] \) with \( \sqrt{b} = 2 \) for real clinical images. \( N \) used in the brute-force search is set to be 20. We use \( \eta = 10^{-14}d_\eta^2 \) for the Tikhonov regularization.

4.B. Performance evaluation of the CJO

In this study, we used the AUC and the estimate of its variance [33] as the FOM for the detection performance evaluation. In general, a higher value of AUC means a better detection performance. Moreover, we used the normalized root-mean-square error (NRMSE) [34] to quantify the signal parameter estimation errors to facilitate their comparison under different setups. The NRMSE is the root-mean-square error (RMSE) [35] divided by the range of true values. Lower NRMSE value indicates that the difference between the estimated value and the true value is smaller. When computing the NRMSE for the error in orientation estimation, we took the wrapping effect into account.

4.B.1. CJO’s performance on correlated Gaussian background

First, we tested CJO’s performances using Correlated Gaussian Background (CGB). The CGB here was generated by convolving white noise following the distribution \( N(0,1) \) with a 2D Gaussian kernel characterized by \( \sigma_b = 10 \).

Plots of AUC and NRMSE for the CJO with different combinations of number of steerable channels \( K \) and number of scale-shiftable channels \( J \) are shown in Figure. [3]. Different signal shape is also considered: \( \sqrt{b} = 1.5, 3, 4 \) (note that the signal shape estimation is out of the scope of the CJO). A bigger value of \( b \) means the elliptical signal gets a more elongated shape.

4.B.2. CJO’s performance on real clinical background

Secondly, we tested CJO’s performances using the real clinical background. The real clinical background here was a white matter region, extracted from healthy brain MR axial images of a T2 FLAIR sequence (acquired from a retrospective database of the University Hospital of Angers). Examples of white matter regions and those with simulated lesions are shown in Figure. [4]. Plots of AUC and NRMSE are shown in Figure. [5].

4.C. Discussion

Throughout all the results, we observe that:

1) Among different parameters, the CJO estimates better the signal orientation than the signal amplitude and scale. And low orientation estimation error helps to gain a really good detection task performance (AUC > 0.95), even though amplitude and scale estimation errors remain higher (cf. Figure. [3] and Figure. [6] where \( \sqrt{b} = 3, 4 \)). Ultimately the orientation estimation seems
Among the three unknown signal parameters, the number of steerable channels \( K \) does not influence a lot the detection and estimation performances. The detection performance tends to be stable when \( J \) reaches 4 or 5. Since fewer channel number requires fewer calculation complexities, the optimal channel numbers could be \((K, J) = (3, 4)\) or \((3, 5)\) here for this given dataset.

3) For certain \((K, J)\) settings, e.g., \((K, J) = (3, 3), (5, 3), (7, 3), (9, 3)\), the estimation errors are more important (bigger NRMSE values), which lead to lower values of AUC, viz. worse detection task performance.

4) For both types of background, the CJO’s estimation and detection performances are better for more elongated signal (bigger value of \( b \)).

5) The CJO performs better on the CGB than on the real clinical background. This is understandable considering the background model used in the CJO is indeed the CGB and the complexity of the problem in real clinical situations. The values of AUC are close to 1, which signifies that the CJO performs the detection task very well while being capable of estimating signal parameters.

### 5. Conclusions

In this paper, we proposed a SKS MO (CJO) to address an important task involving medical images, i.e. the detection of a signal with subsequent estimation of parameters (amplitude, orientation and size) that characterize the signal. Compared to few existing SKS MOs, the CJO extends the range of variable signal parameters and has a good practicability (with a reasonable number of training images and calculation burden). The performance study results present that the detection task performances of the CJO are desirable both for the CGB and MR image regions of the T2 FLAIR sequence. The limitation of the CJO is that the signal should be asymmetric, so that it has a dominant orientation, which is captured by the parameters \( \theta \) and \( b \).
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