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Abstract—Endovascular repair of abdominal aortic aneurysms is a well-established technique throughout the medical and surgical communities. Although increasingly indicated, this technique does have some limitations. Because intervention is commonly performed under fluoroscopic control, two-dimensional (2D) visualization of the aneurysm requires the injection of a contrast agent. The projective nature of this imaging modality inevitably leads to topographic errors, and does not give information on arterial wall quality at the time of deployment. A specially-adapted intraoperative navigation interface could increase deployment accuracy and reveal such information, which preoperative three-dimensional (3D) imaging might otherwise provide. One difficulty is the precise matching of preoperative data (images and models) and intraoperative observations affected by anatomical deformations due to tool/tissue interactions. Our proposed solution involves a finite element-based preoperative simulation of tool/tissue interactions, its adaptive tuning regarding patient specific data, and the matching with intra-operative data. The biomechanical model was first tuned on a group of 10 patients and assessed on a second group of 8 patients.

Index Terms: FEM simulation, tool/tissue interactions, EVAR, endovascular navigation.

I. INTRODUCTION

ABDOMINAL aortic aneurysm (AAA) is the most common type of aneurysm. The endovascular repair of these abdominal aortic aneurysms (EVAR) is a well-established technique throughout the medical and surgical communities. A real alternative to open surgery, it involves deploying one or several endovascularly-inserted stent grafts at the anchoring site in order to repair the aneurysm. This procedure has the advantage of reducing blood loss, intraoperative morbidity, and hospital stay duration [1], [2]. Its minimally-invasive nature has led to a significant decrease in short-term postoperative mortality. Although increasingly indicated, this technique has some intrinsic limitations, notably due to the devices, imaging techniques, and protocols used, which may result in failures, conversion procedures or reinterventions (repeat procedures).

In order for the stent graft to reach its anchoring site, several guidewires are first inserted into the vascular structure. An extra-stiff guidewire is inserted into the iliac arteries to straighten them. These deformations are difficult to anticipate, as they depend on several factors, including vascular morphology, arterial wall rigidity, calcification status, etc.

Because these interventions are commonly performed under fluoroscopic control, two-dimensional (2D) visualization of the aneurysm can only be achieved via the injection of a contrast agent. In addition to its potential for iatrogenic effects, this projective imaging modality inevitably leads to topographic errors and gives no information on arterial wall quality. Arterial wall quality, however, is a determining factor as they depend on several factors, including vascular morphology, arterial wall rigidity, calcification status, etc.

This study addresses the issue of pre- and intra-operative imaging data matching in the EVAR context, and takes anatomical deformations into account in order to propose a reliable computer-aided endovascular navigation solution. The proposed approach involves the estimation of vascular deformations using the matching of a numerical simulation,
Few studies on computer-aided endovascular navigation are reported in the literature. Augmented reality in the field of vascular surgery can be achieved by transferring preoperative CT volume data into the intraoperative environment using a registration process [4]. Penney et al. proposed 3D/2D intensity-based rigid registration using the vertebra as regions of interest, but registration accuracy was deemed insufficient [5]. This method was then improved and they reported the results from use of their image-guided surgery system during 23 procedures [6]. The method was within the target accuracy of 3mm in 78% of cases. Göksu et al. also proposed feature-based rigid registration [7]. The features considered were 3D pre-operative vessel centerlines, extracted from pre-operative CTA, and 2D vessel centerlines, obtained from 2D intra-operative angiography. The navigation system provided good accuracy when the insertion of endovascular devices caused no deformity. Penney et al. also proposed a non-rigid registration method capable of deforming the preoperative model locally at the ostia for branched stent graft implantation [8]. This study, however, focused on the aortic segment, located above the aneurysm (celiacomesenteric segment), rather than on the iliac arteries. The proposed method was based on geometrical considerations, with no attention paid to mechanical behavior law.

Finite element-based calculation makes it possible to assess deformations by taking into account mechanical considerations. Several studies have addressed the digital simulation of aneurismal wall behavior. These studies were aimed at analyzing wall stress distribution and risk of aneurysm rupture in models reconstructed from CT data [9], [10]. By taking into consideration patient-specific data, some of these studies explored the impact of geometry [11], [12] and aneurismal wall calcification on wall stress distribution [13]. Blood flow characteristics before and after stent graft implantation were compared using fluid mechanics simulations [14], [15], [16]. To our knowledge, only one study focused on the deployment of a complete aortic stent graft, with geometrical characteristics taken from a realistic phantom [17]. The vascular structure deformations caused by the progress of the stiff guidewire have also been assessed via finite element simulation [18]. Although the geometry has been defined based on patient preoperative data, no biomechanical model has been tuned according to patient-specific data.

Several studies have also been conducted in order to propose virtual reality-based training systems for endovascular surgery. Solutions simulating interactions between the vascular structure and flexible [19], [20], [21] or stiff guidewires [22] have been proposed. A “shortest path” approach has been suggested to estimate guidewire position within a rigid vascular structure [23]. These studies, however, put forth no solutions for the assessment of vascular structure deformations due to real-time constraints.

In the following study, we present first the FEM-based matching methodology, including the workflow of the proposed approach, endovascular device features, preoperative patient features, the tool/tissue interaction model, and feature-based registration. We then present the results obtained on a dataset of 18 patients.

II. METHODS

A. Proposed approach

Fig. 1 illustrates the workflow for the proposed approach. Matching preoperative and intraoperative data involves 3D/2D rigid registration, as well as the mechanical simulation of the interactions between anatomical structures and endovascular material. This includes, specifically, the characterization and description of patient data from preoperative CT imaging and intraoperative angiographic/fluoroscopic imaging, the construction and tuning of the biomechanical model, the simulation of tool/tissue interactions via implicit finite-element analysis, and the projection of deformed model on intraoperative imaging.

![Fig. 1. Workflow of the finite element-based matching of pre- and intraoperative data.](image)

B. Endovascular device features

The tool used in this analysis was a Lunderquist® (Extra Stiff Wire Guide, Cook®) stiff guidewire, which surgeon use to facilitate the insertion of aortic stent grafts during EVAR procedures. Among endovascular tools (i.e., flexible guidewires and deployment devices), it is known for most seriously deforming vascular structure. A circular beam with a diameter of 0.889mm represented the guidewire in the model. A linear elastic material model defined its mechanical behavior and its properties were set at standard values for an extra-stiff guidewire (Young’s modulus of 200GPa and Poisson’s coefficient of 0.3) [18], [24].

C. Preoperative patient features

CT-scan data was analyzed with the sizing software Endosize® (Therenva, Rennes, France), used in routine practice, and which also allowed us to extract from the CTA the arterial lumen region and its centerlines, as well as vessel
wall density (HU) reported to the edge of the vessel lumen (Fig. 2).

![Diagram](Image)

Fig. 2. Pre-operative sizing. (A) corresponds to the measurement point on the centerline immediately below the renal arteries, (B) to the end of the aneurysm neck, (C) to the aortic bifurcation, (D) and (E) to the left and right iliac bifurcations respectively. Calcification distribution appears in white on the vascular structure.

For each patient, a complete sizing was performed according to the standards of the International Society for Vascular Surgery (ISVS) [25]. For each patient, the tortuosity index (ratio of centerline to straight line distance) of the iliac arteries was determined. Each element of the mesh describing the arterial lumen was labeled with the corresponding density value obtained from the CTA. The mean of these values was calculated per arterial segment (aortic neck, aneurysm, and common iliac, external iliac, and femoral arteries).

In order to obtain a geometrical representation of the vascular structure, vessels of interest were described using B-spline curves in evenly-spaced planes orthogonal to the vessel centerline. The coordinates of the planes and spline curves were imported into the Ansys DesignMode software. The vascular wall was reconstructed by interconnecting the spline curves with a surface interpolation tool. A Boolean operator was used to make the junctions between vessels. The vascular structure was meshed using three-noded triangular shell elements. Vascular wall thickness was set at 1.5mm for the aorta [26] and 1mm for the iliac arteries.

The materials properties of the vascular structure can be modeled using behavior laws of varying precision. According to the literature and preliminary test simulations, a linear elastic material model appeared appropriate to describe vascular structure behavior. Indeed, a more precise law did not appear necessary, since the study was not primarily aimed at assessing wall stress distribution, and preliminary simulations tended to show that the model behavior was more sensitive to boundary condition changes than to material properties.

By analyzing tissue density values, it is possible to extract several tissue categories (calcified, healthy, thrombus, etc.) for which specific behavior laws may be used. The mesh elements were classified into two tissue categories. Healthy tissue was composed of elements with a density of less than 240HU, whereas calcified tissue was composed of elements with a density of more than 240HU.

Elastic modulus values reported in the literature vary widely in healthy and calcified arteries. Li et al. used a Young’s modulus of 1.2MPa for normal arteries and 4.66MPa for aneurysm wall in order to model the fluid/structure interaction in a sutured abdominal aortic aneurysm [14]. Loree et al. applied circumferential tensile stress to human intimal atherosclerotic plaque and measured a tangential modulus of 1.466 ± 1.284MPa [27]. Holzapfel et al. performed cyclic quasistatic uniaxial tension tests in the axial and circumferential directions and showed that calcifications have a linear mechanical response with an average Young’s modulus of 12.6 ± 4.7MPa [28]. Maier et al. performed uniaxial tension tests to determine the mechanical parameters of calcifications and showed that highly calcified AAA tissue exhibits linear elastic behavior with a Young’s modulus varying from 40 to 450MPa [29].

In our study, a linear elastic material was assigned to each of the two tissue categories (healthy and calcified) according to the values reported in the literature. Young’s modulus was set at a value of 2MPa for elements of the “healthy tissue” category and 10MPa for elements of the “calcified tissue” category.

D. Tool-tissue interaction model

D.1. Boundary conditions

Our study focused on macroscopic modeling of the aortoiliac structure. The model was developed by defining the boundary conditions with regard to anatomical-mechanical considerations emerging from the literature and surgeons’ knowledge. Parts of the vascular structure with limited mobility could thus be identified. The suprarenal aorta is in contact with the spine, and is enveloped by a fibrous layer that maintains it firmly against the spine. Furthermore, clinical expertise allowed us to identify the suprarenal aorta, aortic bifurcation, and origin of the internal iliac arteries as structures with limited mobility and highly constrained by surrounding structures.

Based on these considerations and observations, the boundary conditions of the model were defined as follows (Fig. 3):

- The celiac part of the abdominal aorta and the guidewire insertion area in the femoral artery region were considered as fixed.
- Elastic supports were used to model the behavior resulting from the interaction between vascular structures and surrounding tissues. These supports are boundary conditions incorporated within the simulation software which specify spring stiffness per unit area acting exclusively in the direction normal to the face of elements. Elastic supports were used to model the areas of anatomical constraint between the posterior
face of the aorta and the anterior face of the vertebral column. Additional elastic supports were considered on the common iliac arteries with stiffness values to be tuned.

**D.2. Pre-stress**

The aorto-iliac structure is in constant interaction with blood flow and neighboring anatomical structures (muscles, fat, etc.). The configuration of the vascular structure visible on the preoperative CT-scan thus does not reflect its resting state (isolated structure). These neighboring structures are not explicitly represented, but their leverage must be taken into account in the simulation.

Clinical observations have suggested that arteries free of constraint were shorter and straighter than the same arteries in vivo. It was therefore decided to modify the resting state of the iliac arteries by taking these observations into account. Based on Holzapfel’s experiments [30], S. Scherer et al. applied an axial pre-stress of 10% to arteries [31]. In our study, the same standard pre-stress value $P$ was used. It was adjusted depending on the degree of iliac artery tortuosity $T$.

The shape of the artery at rest was determined based on a modified centerline intermediate between the initial centerline and a straight line between the aortic and iliac bifurcations. This centerline coordinates $C_P$ were calculated using the following relationship:

$$C_P = r \times C_s + (1-r) \times C_i$$

where $C_s$ corresponds to the straight line coordinates, $C_i$ to the initial centerline coordinates, and $r$ to a coefficient used to obtain the length of the desired artery.

The initial mesh of the iliac artery was then transformed around the new centerline in order to obtain the estimated shape of the artery at rest (Fig. 4). At the start of simulation, the calculated displacements were applied to the iliac artery. Parietal stresses were then cancelled, and the artery was placed back in its initial position, resulting in a pre-stress state.

**D.3. Simulation**

The simulation was designed to study the steady state of the model at the end of stiff guidewire insertion. The intermediate states corresponding to the progressive insertion of the guidewire were not studied.

At the beginning of the simulation, pre-stress was applied to the iliac artery in which the guidewire was to be inserted. The guidewire was then positioned on a line that constrains it within the vascular structure, minimizing its bending energy. This line was estimated by finding the path with minimal bending energy, using Dijkstra’s algorithm and Hooke’s law [23]. The guidewire was then placed on this line, and its proximal extremity was fixed at the insertion site.

Tool-tissue interactions were modeled by contact without friction based on a penalty method. Contact elements were defined between the stiff guidewire and the internal surface of the vascular structure. The contact between the stiff guidewire and the aorto-iliac structure was then activated, and the imposed displacements were progressively cancelled until the steady state of the model was achieved (Fig. 5).
**E. Feature based rigid registration**

In order to match pre- and intra-operative data, the geometrical 3D/2D transformation, between 3D pre-operative coordinate system (associated to CTA and deformation simulation) and 2D intra-operative coordinate system (associated with angiography/fluoroscopy), was estimated through a feature-based registration process (Fig. 6). 3D-2D registration has been largely reported in the literature [4]. We just present the outline of the implemented method which consists in finding six extrinsic rigid-body parameters [7], the four intrinsic perspective projection parameters being known (from intra-imaging device data or calibration).

The image distortion produced by X-ray image amplifier was firstly corrected [29]. The 2D data was derived from standard angiography, with a contrast medium injected so as to visualize the vascular structure. Successive subtracted angiography images were combined to visualize the entire vascular structure of interest. Thresholding was performed to obtain a binary image. The centerlines of the projected arteries were subsequently extracted by morphological skeletonization.

The registration distance criteria used to determine the 3D-2D transformation was the Euclidean 2D distance between the transformed (projected) 3D pre-operative vessel centerlines and the 2D vessel centerlines actually observed in the 2D intra-operative image. A Chamfer operator was used to pre-compute a distance map from the 2D vessel centerlines. A Powell optimization algorithm was used to iteratively minimize the distance criteria, and thus to estimate the 3D-2D transformation.

The registration error was defined by the mean distance between the transformed 3D centerlines and the 2D intra-operative centerlines. In the following the simulation error was defined in the same way by considering 3D simulated guidewire and 2D observed guidewire.

**F. Adaptive tuning**

The parameters of the boundary conditions (stiffness of elastic supports) and pre-stress level of the iliac artery were adjusted, taking into account the projection of the simulated guidewire on the intraoperative images. After identifying the error between the projected simulated guidewire and the real guidewire, appropriate model parameters were interactively adjusted to reduce the distance between the two (Fig. 7).

**G. Experimental data analysis**

Preoperative CT-scan data and intraoperative fluoroscopic images were acquired for 18 patients with an AAA treated by EVAR. This data was matched for each patient using rigid registration based on the centerlines of the vascular structures before stiff guidewire insertion.

The study was divided into two distinct phases. In an initial training phase conducted on a first patient group, the biomechanical properties of the model (material properties, boundary conditions, contact properties, etc.) were adjusted based on comparison with intraoperative images. Based on the results obtained, laws establishing the relationship between patient-specific “imaging” data and “biomechanical” data were assessed using polynomial regression so as to obtain a unique patient-adaptive model. In a second phase, the model obtained was investigated with a second patient group.

**III. RESULTS**

**A. Data sets**

CT-scan data were obtained for 18 consecutive patients who underwent EVAR in the Department of vascular surgery of the University Hospital of Rennes, France. Interventions were performed when aneurysms exceeded 50mm in diameter. The mean age was 70.9±10.1 years. This study was approved by the hospital’s ethics committee.

CT-angiograms were carried out using a 64-slice CT scan (General Electric Medical Systems, Milwaukee, Wisconsin,
USA, LightSpeed16). Data acquisition parameters were as follows: slice thickness of 1.25mm; tube of 215-260mA and 120kVp. The patients were injected with 120ml of a non-ionic iodinated contrast medium (Hexabrix, iodine concentration of 320mg/mL). CT windowing was performed at 400 HU in the periphery and 40HU in the center.

The first group A, composed of 10 patients, was considered as the training group. The second group B, composed of the remaining eight patients, was considered as the test group.

B. Rigid registration

The registration error of each patient is presented in Fig. 8. The mean registration error for the entire patient population was 1.55±0.45mm, with no significant difference between the training and the test groups (p = 0.756). The registration error for all 18 patients was correlated with the angulation of the aortic neck (p=0.014), the tortuosity index of the aneurysm (p=0.003), and the aneurysm angle (p=0.010), which seems to be in line with the results obtained by Carrel et al. [33].

C. Adaptive setting of simulation parameters

Simulations were carried out using the Ansys Mechanical finite-element solver on a Hewlett Packard Z800 workstation (HP Development Company, California, USA) equipped with a 6-core Xeon processor (3.46GHz).

A first manual tuning of the parameters was performed on the training group (A). Model parameters were adjusted independently for each patient, taking into account simulation results projection on the intraoperative images. Simulation errors (including registration error) for the training group are presented in Table 1. The mean simulation-related error was 2.1±0.8mm.

Based on these parameters, two behavior laws were established between parameter values and patient data. Pre-stress level was correlated (R² = 0.86) with tortuosity of the iliac artery (Fig. 9): \( P = -0.6 \cdot T^2 + 0.9652 \cdot T + 0.6377 \).

In the same way, stiffness of the elastic support \( S \) was correlated (R² = 0.79) with mean density \( D \) of the common iliac arterial wall (Fig. 10): \( S = 0.00002 \cdot D - 0.000028 \ N/mm^2 \).

![Fig. 8. Box plot of the registration error for the eighteen patients.](image)

![Fig. 9. Pre-stress level versus iliac artery tortuosity (for group A).](image)

![Fig. 10. Elastic support stiffness versus mean density of the common iliac arterial wall (for group A).](image)

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>SIMULATION ERROR FOR THE MANUAL TUNING (GROUP A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>0.9 ± 1.5</td>
</tr>
<tr>
<td>2</td>
<td>2.0 ± 1.1</td>
</tr>
<tr>
<td>3</td>
<td>1.7 ± 1.3</td>
</tr>
<tr>
<td>4</td>
<td>2.1 ± 1.2</td>
</tr>
<tr>
<td>5</td>
<td>1.9 ± 1.3</td>
</tr>
<tr>
<td>6</td>
<td>4.1 ± 1.3</td>
</tr>
<tr>
<td>7</td>
<td>2.0 ± 0.9</td>
</tr>
<tr>
<td>8</td>
<td>1.8 ± 1.3</td>
</tr>
<tr>
<td>9</td>
<td>3.0 ± 1.7</td>
</tr>
<tr>
<td>10</td>
<td>1.5 ± 1.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>SIMULATION ERROR FOR THE ADAPTIVE MODEL (GROUP A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>1.4 ± 0.7</td>
</tr>
<tr>
<td>2</td>
<td>1.7 ± 0.9</td>
</tr>
<tr>
<td>3</td>
<td>2.7 ± 1.5</td>
</tr>
<tr>
<td>4</td>
<td>3.0 ± 1.4</td>
</tr>
<tr>
<td>5</td>
<td>1.5 ± 0.1</td>
</tr>
<tr>
<td>6</td>
<td>3.5 ± 2.6</td>
</tr>
<tr>
<td>7</td>
<td>1.5 ± 0.9</td>
</tr>
<tr>
<td>8</td>
<td>2.1 ± 1.3</td>
</tr>
<tr>
<td>9</td>
<td>3.5 ± 1.7</td>
</tr>
<tr>
<td>10</td>
<td>2.2 ± 1.2</td>
</tr>
</tbody>
</table>
One patient’s intra-operative data was used to match 3D and 2D data on a second incidence. Simulation results could thus be compared with intraoperative imaging not used for the tuning of the model parameters. The simulated guidewire was thus projected on two images with a different angle of incidence (left anterior oblique [LAO] 20° + caudal 13-15° / LAO 30° + caudal 13-15°). The simulation-related error for this patient was 3.5±2.5mm for the first incidence and 2.0±1.3mm for the second incidence.

D. Evaluation of pre-/intra-operative matching

The FEM-based matching was applied to the test group (B) using the adaptive model. Simulation errors (including registration error) for this second group are presented in Table 3. Mean simulation-related error was 2.8±0.5mm. Mean simulation calculation time was 301±168 seconds. Typically, 10 minutes were required for data analysis and extraction, 10 minutes for preparation of the simulation, 5 minutes for simulation, and 2 minutes for registration. Simulation results can thus be used to integrate the deformation of the aorto-iliac structure in 3D/2D fusion (Fig. 11 and 12). The matching between the vascular structure and the observed guidewire is largely improved when the deformed model is used.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Mean ± SD</th>
<th>Min - Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>2.6 ± 1.6</td>
<td>0.0 - 6.6</td>
</tr>
<tr>
<td>12</td>
<td>3.6 ± 2.5</td>
<td>0.0 - 9.1</td>
</tr>
<tr>
<td>13</td>
<td>4.3 ± 1.9</td>
<td>0.0 - 7.8</td>
</tr>
<tr>
<td>14</td>
<td>1.7 ± 0.8</td>
<td>0.0 - 3.0</td>
</tr>
<tr>
<td>15</td>
<td>1.2 ± 0.9</td>
<td>0.0 - 4.2</td>
</tr>
<tr>
<td>16</td>
<td>3.1 ± 1.9</td>
<td>0.0 - 6.2</td>
</tr>
<tr>
<td>17</td>
<td>3.6 ± 1.6</td>
<td>0.0 - 5.7</td>
</tr>
<tr>
<td>18</td>
<td>2.1 ± 1.5</td>
<td>0.0 - 4.8</td>
</tr>
</tbody>
</table>

Table 3: Simulation error for the adaptive model (group B)

Fig. 11. Roadmap with preoperative aorto-iliac structure. The inserted stiff guidewire has deformed the vascular structure. It is not superimposed with the preoperative aorta model.

Fig. 12. Roadmap with simulated aorto-iliac structure deformed by the stiff guidewire. The observed guidewire is superimposed with the deformed aorta model.

IV. DISCUSSION

With the extension of EVAR to more and more complex cases (difficult anatomies, branched and fenestrated stent grafts), a navigation system able to integrate the deformation of vascular structure would be of main interest. The use of such a system could ultimately impact intervention duration, the patient x-ray dose, contrast injection, and stent graft placement.

In this study, we presented a new method for the matching of 3D preoperative data and 2D intraoperative images taking into account anatomical deformations caused by endovascular devices during EVAR procedure.

Vessel deformations were computed during the preoperative phase using a patient-specific finite element model. Patient-specific simulation makes it difficult to take into account the biomechanical properties of each surrounding tissue. In order to focus on evaluating the macroscopic behavior of the vascular structure, we modeled the surrounding tissues with boundary conditions resulting from surgical expertise. This model did not integrate such details as layer-specific material properties or the non-uniformity of wall thickness. The impact of boundary conditions on the behavior of the model was subject to specific study. This work concentrated on the image-based tuning of boundary conditions, though very few data are reported in the literature.

When considering undeformed vascular structures, registration based on pre-operative and intra-operative centerlines appears to be accurate. Registration error, which averages 1.5mm, allows us to correctly assess the finite element simulation results.

In the context of deformation simulations, the interactive tuning of model parameters yielded acceptable results, with simulation errors close to 2mm, and highlighted a unique adaptive model. Indeed, the first tuning led to behavior laws with a good correlation. The mean simulation error was of the same order of magnitude for both the manual and adaptive tuning models, which suggests the correct parameters were tuned. Despite the straightforward relationships between
Simulation error averaged less than 3mm, which is within the range of acceptable clinical accuracy that Penney et al. assumed [6]. Simulation calculation time was lower than 10 minutes for each patient. We consider this fast enough to envisage, after further developments, a role for finite element simulation in the clinical workflow (provided it is run in preoperative phase). In order to make this possible, simulations must be sufficiently predictable; this appears to be the case for the 18 patients.

Patient-specific simulation is a difficult question when it comes to the detailed representation of the reality of a patient’s non-linear material properties, boundary conditions, and pre-stress. We deliberately adopted a simplifying approach designed to implement the whole processing chain and address the issue of matching pre- and intra-operative data. Some inevitable limitations can be observed, especially when the different steps of the process are considered individually.

First, the construction of the geometrical model induces some smoothing which may influence simulation results. A possible improvement would be to work directly on a mesh extracted from the segmentation of the vascular structure.

Moreover, we assumed that the aorta was uniform in wall thickness. This assumption can be criticized because it is known that, at least in aneurysms, wall thickness varies [34]. However, as wall thickness is not easily identifiable from CT scans, most studies assume a uniform thickness, even for the analysis of wall stress.

Linear material properties were chosen to describe vascular structure behavior. This could be criticized, considering that nonlinear models are often reported in the literature, especially in wall stress analysis. Nevertheless, we assumed linear law was sufficient for a first approach given the global behavior of the vascular structure. Moreover, some studies showed that arterial tissue behavior tended to be linear at a blood pressure of 80mmHg [9], [27], [35]. We nevertheless plan to use a non-linear law, as described by Raghavan et al. [36], in a future work in order to evaluate the impact of this assumption on the simulation accuracy.

Another point for improvement is the evaluation of iliac geometry at rest; in our study, the geometrical method used was straightforward. Even if our method yielded good results, we intend to improve this point by using an inverse design analysis so as to calculate a stress-free reference configuration [37], [38].

Although the time required for the process seems to fit the requirement of clinical workflow, a certain amount of user interaction is needed at different steps, especially during preparation of the simulation. We plan to address this issue and hope to automatize certain steps (contact zones, boundary conditions, mesh parameters, and simulation options).

We took into account the effect of spine on the vascular structure through elastic supports, but we neglected other surrounding tissues, including muscle, fat, and thrombus. This simplifying hypothesis could contribute to simulation error. However, full consideration of the surrounding tissue would require the fine segmentation of each tissue; this would be very time-consuming and difficult to do in clinical practice. In order to remain consistent with the clinical workflow and improve simulation accuracy, we would have to find a good balance between a detailed biomechanical simulation and a simplified simulation jointly operating with an intraoperative image-based correction step.

V. CONCLUSION

We presented a new method for the matching of 3D preoperative data (images, models) and intraoperative 2D observations affected by anatomical deformations during EVAR procedure. Patient-specific simulation of tool/tissue interactions is especially complex because the intraoperative step—for which observations showing the endovascular device interacting with tissues are available—is generally not exploited. The proposed solution involves a finite element model whose mechanical parameters (boundary conditions and pre-stress level) were adjusted based on comparisons with intra-operative images. The image-based adaptive tuning seems an effective tool that yields acceptable simulation results, especially when boundary conditions are not well known. These first results show that the proposed adaptive model is patient-specific at a macroscopic level, and can thus properly estimate the deformation of the vascular structure. This approach constitutes the basis of an augmented-reality endovascular navigation system. With further development, the proposed approach could be used to restore to practitioners an estimation of tissue deformation at different steps of the EVAR procedure.
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