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Prostate Segmentation in HIFU Therapy
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Abstract—Prostate segmentation in 3-D transrectal ultrasound images is an important step in the definition of the intra-operative planning of high intensity focused ultrasound (HIFU) therapy. This paper presents two main approaches for the semi-automatic methods based on discrete dynamic contour and optimal surface detection. They operate in 3-D and require a minimal user interaction. They are considered both alone or sequentially combined, with and without postregularization, and applied on anisotropic and isotropic volumes. Their performance, using different metrics, has been evaluated on a set of 28 3-D images by comparison with two expert delineations. For the most efficient algorithm, the symmetric average surface distance was found to be 0.77 mm.

Index Terms—Discrete dynamic contour (DDC), high intensity focused ultrasound (HIFU) therapy, optimal surface detection (OSD), prostate, segmentation, ultrasound images.

I. INTRODUCTION

PROSTATE cancer is becoming a major health concern in many countries. It is the most frequent cancer in men in United States and Europe with an incidence that reaches more than 25% of the new cases of cancers [1], [2]. The main therapies at our disposal remain ablative surgery, radiotherapy and brachytherapy, each of them bringing years of relief but sometimes with severe drawback effects. A new therapy has been recently proposed based on high intensity focused ultrasound (HIFU) already worldwide marketed. It can be applied alone or after radiotherapy for instance. The HIFU devices associate, in a stand-alone transducer, ultrasound imaging providing a slice by slice view of the prostate and thus a full volume access, and a therapeutic antenna with a planar or a truncated spherical shape. This transducer is placed noninvasively in the rectum, near the prostate and its displacement is electromechanically controlled, leading to an inter-slice distance about half-millimeter.

The key issues for all these therapies (surgery are not considered here) are quite similar. They have to maximize their action onto the target and minimize their effect on the surrounding organs or tissues. In order to solve this problem, the target and the other sensitive organs must be delineated precisely. In current HIFU, this task is still manually achieved by the physician or the radiophysicist. Another critical issue concerns the design of the optimal treatment, i.e., the dosimetry plan, according to these constraints. This is not trivial because it requires ideally the modeling of the dose delivery, i.e., solving for HIFU the heat equation in inhomogeneous regions when energies are applied over time and distributed over space. Then, last but not least, the intra-operative phases must be carried out following as closely as possible the preoperative planning. It is well known that unexpected movements, tissue deformations, etc. must be carefully handled to succeed in this. HIFU treatment has a major advantage over the other solutions: the pre- and intra-operative phases are performed in one treatment session and therefore avoid the registration problems. However, new constraints are brought simultaneously. All operations (planning and treatment) must be carried out in a very short time, with minimal and efficient user interaction.

This paper is focused on one of these operations, the segmentation of the prostate. The reader interested in the dosimetry computation can refer to [3] and [4]. Prostate segmentation is a challenging problem in all medical imaging modalities and perhaps even more when ultrasound images are considered. Many attempts have been reported in the literature to deal with. Classical methods such as edge detectors [5]–[9] or texture classification [10] were employed. However, speckle noise, calibrations, nearby organs, missing edges or similarities between inner and outer texture of the prostate lead to complex pre- and/or post-processing approaches which are not free of errors.

Abolmaesumi et al. [11] proposed to assimilate the prostate contour to the trajectory of a moving object that they tracked with an interacting multiple model probabilistic data association filter (IMM/PDAF). After an initialization that consisted in selecting the base and the apex axial slices and seven landmarks, Mahadavi et al. [12] fitted a warped, tapered ellipsoid to the prostate using the edge points detected with the IMM/PDAF filter.

Deformable models have been the most implemented techniques to segment ultrasound images of the prostate. The discrete dynamic contour (DDC) [13] is claimed to be effective provided that the initial contour is close enough to the prostate
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boundary. A 2-D application of this method was proposed in [14] with an additional editing tool to correct possible local errors after convergence. In [15], a multiscale approach based on a dyadic wavelet transform was presented. In [16], the contour was automatically relocated on the most likely edges using a fuzzy knowledge representation before deformation, the whole at different resolutions. Pseudo 3-D approaches were also developed. A slice-based segmentation being carried out, the result is then iteratively propagated on adjacent slices and refined by the DDC. While Wang et al. [17] proposed to manually edit the contours when errors occur, Ding et al. [18] corrected them automatically by imposing a continuity constraint on the size of successive contours using an autoregressive model. Diaz et al. [19] applied the DDC on four slices and used the results to train support vector machines (SVMs). Each remaining slice was then classified in order to initialize a DDC and then the segmentation was refined. Wei et al. [20] described a bidirectional approach where the DDC was applied on successive transverse slices leading in a first 3-D surface. The same process was then iterated in a perpendicular plane. The result of the second segmentation was finally used to correct the extremities of the first surface. 3-D DDC models were proposed in [21] with an initialization based on the delineation of several 2D slices whereas in [22], only six points were required. Active contour models (i.e., snakes) [23]–[26] and level sets methods [27], [28] have also been reported. Although these approaches can give good results, they may fall into local minima and “leak” at locations of weak edges.

In order to improve the robustness of the algorithms, some authors have used statistical shape models like active shape models [29] sometimes combined with snakes [30] and genetic algorithms [31]–[33]. Parametric models were also used in Bayesian frameworks in 2D with deformable superellipses [34], [35] or in 3-D with spherical harmonics [36]. Knoll et al. [37] proposed to represent the prostate shape with wavelet coefficients to constrain the deformation of a snake. Shen et al. [38] and Zhan et al. [39] have coupled a statistical shape model with an appearance model using Gabor features. This texture information was used to build external forces of their deformable contour.

Finally, Heimann et al. [40] described a graph-based method, called optimal surface detection (OSD), originally reported in [41], that they used to find candidates correlated with the appearance model before correcting them using a statistical shape model. The interest of the OSD methods was, for instance, presented in [42] for segmenting simultaneously the bladder and the prostate in CT images. Hard smoothness constraints were added in the cost function.

All these works have merits and their results clearly emphasize the main difficulties that remain to face. Some of them have been evaluated on large data sets but the provided examples make difficult to assess if the overall variations that can be observed in clinical practice have been considered. In addition standard ultrasound probes used for image acquisition provide images of better quality than the HIFU transducers due to their dual function, imaging and treatment.

Our main goal in this work is to face the clinical concerns of the prostate segmentation by using efficient 3-D method, operating with a limited user interaction and working in acceptable computational times. Specific objectives are threefold: 1) to show how the discrete dynamic contour and the optimal surface detection methods or their combination behave on these HIFU datasets; 2) to bring modifications to adapt them to the transrectal ultrasound prostate images (for instance, by correcting the initialization next to the rectal wall to better fit the prostate shape, by combining different solutions of the literature for the DDC or by defining an adapted cost function in the OSD algorithm); 3) to conduct a qualitative and quantitative evaluation with expert references both at a global level (the whole organ) and at a regional level (by decomposing the prostate in three subvolumes, i.e., base, middle part, and apex).

This paper is organized as follows. We preferred to introduce in Section II the materials that have been collected for the evaluation of our methods. This allows highlighting the specific anatomical scene and the inherent difficulties to be solved. These datasets are rather large and have been selected in order to be representative of the different situations that are encountered. All along the paper, examples will illustrate this high variability. A preprocessing step, which aimed at extracting the rectal wall, is also described. The next Section III, develops the proposed solutions. The results are then reported Section IV after the definition of the metrics used. Intra- and inter-expert deviations will serve as reference. They include the evaluation on anisotropic and isotropic sets, global and regional analyses and a statistical comparison of their performances. An extended discussion is then provided before concluding.

II. MATERIALS

The transrectal prostate images used in this study were acquired intraoperatively on several Ablatherm devices. The transrectal ultrasound probe is composed of two transducers, one for therapy operating at 3 MHz, the other for imaging with emission at 7.5 MHz. The whole system is inserted during the intervention into a balloon of degased water for draining off the device heat and so maintaining a normal temperature of the rectum. This balloon induces a compression of the rectal wall, leading thereby to a distortion more or less important of the prostate. Each slice has 500 × 490 pixels with a transverse pixel size of 0.154 mm/pixel and a thickness of 2 mm. The number of parallel slices varies from about 90–165 forming an anisotropic volume image. An interpolation can be performed with a factor value ranging between 2.5 and 2.6 to obtain an isotropic volume. These images were acquired at different times of the treatment procedure. All included patients were submitted to a HIFU prostate ablation.

The prostate surrounds the urethra from the base, below the bladder, to the apex (Fig. 1). The urination is controlled with two sphincters located at the extremities of the prostatic urethra. As required for the intervention, a urinary probe is inserted in this canal. Thus, an acoustic shadow appears on each transverse slice, resulting in the lost of the upper edge. Another well known problem is the weakness of the edges at the apex and at the base (Fig. 2). In fact, the ultrasound beam is tangential to these boundaries and is not well reflected. Moreover, the bladder and the seminal vesicles look similar in appearance to the prostate. Therefore, the base is even more difficult to delineate.
III. METHODS

A. Initialization

The two algorithms presented in sections B and C are initialized in a same way. This step is performed by positioning eight points \( p_{k}^{\text{init}} \), called initial points, on the boundary of the prostate [six in a central plane, one at the apex and one at the base, Fig. 3(a)]. Six of them \((k = 0, \ldots, 5)\) are used to deduce the center and the semi-axis of an ellipsoid which is then meshed. Next, a thin plate spline transform is applied so that the resulting mesh passes exactly through the initial points and better matches the prostate shape (see [22] for more details).

Because of the transrectal acquisition, the prostate is often close to the rectal wall. However, this wall has sometimes a higher contrast than the prostate and may lead to a failure of the segmentation algorithm. To avoid this, the mesh vertices positioned in this area were relocated. This process aims at shifting the mesh closer to the prostate edge than to the rectal wall (without looking for an accurate positioning). The first step illustrated on Fig. 4(a) consists, for each axial slice, in tracing rays from the probe center to the balloon boundary, corresponding to the first bright voxels as the balloon is hypoechoic. The distance \( d \) between the initial point \( p_{k}^{\text{init}} \) and the balloon boundary, measured along the ray joining the probe center and \( p_{k}^{\text{init}} \) is used as a reference. Next, the mesh vertices located in the balloon or at a distance less than \( \min[d - 2, 30] \) from the balloon boundary are relocated at a distance of \( d - 2 \) from this boundary along the rays that connect them to the center probe, towards the prostate.

B. Discrete Dynamic Contour

Once the initial mesh is built, the algorithm of discrete dynamic contour [13] consists in applying at each vertex \( i \) a total force \( f_{i}^{\text{tot}} \) which aims at deforming the surface. Using the dynamic equations derived from Newton’s second law, the acceleration \( \mathbf{a}_{i} \) deduced from the sum of forces at vertex \( i \) enables to calculate its velocity \( \mathbf{v}_{i} \) and its new position \( \mathbf{p}_{i} \) from the previous time step

\[
\mathbf{p}_{i}(t + \Delta t) = \mathbf{p}_{i}(t) + \mathbf{v}_{i}(t) \Delta t
\]

\[
\mathbf{v}_{i}(t + \Delta t) = \mathbf{v}_{i}(t) + \mathbf{a}_{i}(t) \Delta t
\]

\[
\mathbf{a}_{i}(t + \Delta t) = \frac{1}{m_{i}} \int f_{i}^{\text{tot}}(t + \Delta t)
\]

where \( m_{i} \) is the mass at vertex \( i \) and \( \Delta t \) the time step. This process is iterated until all vertices stop moving or, more precisely, until the acceleration and velocity of each vertex become...
with $\epsilon$ a small positive constant. A large number of iterations may be necessary to reach equilibrium but the last iterations do not change significantly the final result. Thus, a maximum number of iterations is often fixed to stop the process even if convergence is not reached. Moreover, as the eight initial points were placed by an expert, they are considered as landmarks and points and are not allowed to move.

$$f_i^t = \text{corresponds to a weighted sum of external } (f_i^{ext}) \text{, internal } (f_i^{int}) \text{ and damping } (f_i^d) \text{ forces:}$$

$$f_i^{tot} = w_i^{ext}f_i^{ext} + w_i^{int}f_i^{int} + f_i^d$$

(5)

where the weights are equal for all vertices.

External forces drive vertices toward strong edges in their local neighborhood. $f^{ext}$ is defined at voxel of coordinates $(x, y, z)$ as the gradient of an image potential energy function

$$E(x, y, z) = ||\nabla(G_\sigma * I(x, y, z)|| = ||I(x, y, z)||$$

(6)

$$f^{ext}(x, y, z) = \frac{\nabla E(x, y, z)}{||\nabla E(x, y, z)||}$$

(7)

where $“\nabla”$ is the gradient operator, $G_\sigma$ is a Gaussian filter, “$*$” is the convolution operator and $I$ is the image. Then, image force at vertex $i$ is given by

$$f_i^{ext} = \begin{cases} f^{ext}(x_i, y_i, z_i) \mathbf{r}_i, & \text{if } G(x_i, y_i, z_i) \mathbf{r}_i \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

(8)

where $\mathbf{r}_i$ is the unit radial vector at vertex $i$. $f^{ext}(x_i, y_i, z_i)$ is obtained by a trilinear interpolation from the image force field, $(x_i, y_i, z_i)$ corresponding to the real coordinates of vertex $i$. Tangential components of forces are ignored in order to avoid vertices merging. Finally, as the prostate is most often darker than its environment, only forces derived from outward-pointing gradients, that is to say, directed along the normal, are kept following the 2D implementation proposed by Ladak et al. [14].

Internal forces aim at smoothing the mesh during deformation. The internal force proposed in [22] has the disadvantage of making the mesh shrink in absence of image forces. Therefore, we used the expression reported in [21] that overcomes this drawback by minimizing the difference of mean curvature between each vertex $i$ and its neighbors $n(i, k)$

$$f_i^{int} = \left( H_i - \frac{1}{M} \sum_{k=0}^{M-1} H_{n(i, k)} \right) \mathbf{r}_i$$

(9)

where $H_i$ is the mean curvature of vertex $i$ estimated, in our study, by fitting a simple quadric $Z' = aX' + bY' + cZ'$, the $Z'$ coordinate being oriented along the normal $\mathbf{r}_i$. Like external forces, internal forces are oriented along the normals.

Damping forces ensure stability of dynamic behavior and prevent oscillations during deformation. They are proportional to the velocity

$$f_i^d = w_i^d \mathbf{v}_i$$

(10)

with $w_i^d$, a small negative constant.

C. Optimal Surface Detection

The method of Optimal Surface Detection [41] considers the segmentation problem in a volumetric image as the computation of the minimum s-t cuts in a weighted, oriented graph, with two auxiliary nodes $s$ and $t$. The solution, that verifies smoothness constraints, corresponds to the surface with the minimum cost among all feasible surfaces in the volume and is thus optimal. Besides, this surface is found in a polynomial time (i.e., with respect to the number of nodes and arcs).

The algorithm relies on a mesh which represents an approximate segmentation of the sought object. In the present study, the mesh described at Section III-A was employed. This mesh is used to structure the graph and to define neighborhood relationship between its nodes. Let us consider, for each vertex $i$ of the mesh, a set of $n_c$ voxels $\mathbf{v}_{ic}(x_{ic}, y_{ic}, z_{ic})$ intersected by a ray oriented along the normal $\mathbf{r}_i$ and distributed on both sides of the surface [Fig. 5(a)]. Each set is incorporated into the graph as a column $\text{Col}(i)$ of $n_c$ nodes $N(i, c)$. These nodes are then linked by two kinds of directed arcs of infinite weights. Intra-column arcs connect nodes of a same column from $N(i, c)$ to $N(i, c-1)$ if $c > 0$. Inter-column arcs connect nodes of adjacent columns

$$<N(i, c), N(j, \max(0,c-\Delta))>, j \in N_i$$

(11)

where $N_i$ is the neighborhood of $i$ and $\Delta$ is a smoothness constraint [Fig. 5(b)]. For two adjacent nodes $N(i, c_i)$ and $N(j, c_j)$ on the sought surface, the difference $|c_i - c_j|$, $j \in N_i$ can not be larger than $\Delta$.

In a second stage, a cost function $C$ based on image features is defined to assign to each node $N(i, c)$ a cost value $C(i, c)$. $C(i, c)$ becomes smaller as the voxel $\mathbf{v}_i$ is more likely to belong to the targeted surface. A weight $w(i, c)$ is then computed from the cost function such as

$$w(i, c) = \begin{cases} C(i, c), & \text{if } c = 0, \\ C(i, c) - C(i, c-1), & \text{otherwise}. \end{cases}$$

(12)

The final stage consists in inserting a starting node $s$ (the source) and a terminal node $t$ (the sink) into the graph. Additionally directed arcs are created from the source to nodes with $w(i, c) < 0$ and from nodes with $w(i, c) \geq 0$ to the sink. In both cases, arcs capacities are equal to $|w(i, c)|$. Finally, the optimal surface that intersects one node of each column and minimizes globally the cost function is computed with an s-t cut algorithm [43].
From the experiments we have conducted, a few modifications were brought allowing to improve slightly the method. Firstly, when applying the OSD to isotropic images, the depths of segments along which voxels are intersected spread from 20 inside to 30 voxels outside. In case of anisotropic images, the depth at vertex \( i \) was adjusted by multiplying it by \( \alpha_i \)

\[
\alpha_i = \left( \frac{1}{s_z} - 1 \right) |\mathbf{r}_i| + 1
\]  

(13)

where \( \mathbf{k} = (0,0,1) \) and \( s_z \) is the spacing factor used to interpolate the volume image along \( z \) in order to get an isotropic volume.

Secondly, the cost function used to segment the prostate in ultrasound images was defined by

\[
C(i,c) = -\frac{\left\| \mathbf{G}[(x_{ic},y_{ic},z_{ic})]\right\| + \frac{1}{2}}{s_{ic}}
\]  

(14)

with

\[
s_{ic} = \frac{\mathbf{G}(x,y,z) \cdot \mathbf{r}_i}{\left\| \mathbf{G}(x,y,z) \right\|}.
\]  

(15)

This function is inversely proportional to the gradient of the image smoothed by a Gaussian filter. The term \( s_{ic} \) was added to penalize gradients which are not oriented along the corresponding normal giving thus more weight to edges with dark to light grayscale transitions from inside to outside. In the case where the vertex \( i \) is an initial point, particular cost values were given to nodes of \( \text{Cod}(i) \)

\[
C(i,c) = \begin{cases} -255, & \text{if } \exists k/\mathbf{r}_{ic} = p^\text{init}_k, k = 0, \ldots, 7 \\ 0, & \text{otherwise} \end{cases}
\]  

(16)

in order to ensure that initial points belong to the sought optimal surface.

Thirdly, as the mesh is not isotropic, \( \Delta \) was modulated according to the distance between vertices

\[
\Delta_{ij} \in \mathcal{N}_i = [\delta \left\| \mathbf{p}_i - \mathbf{p}_j \right\|]
\]  

(17)

where \( \mathbf{p}_i \) is the position of vertex \( i \), \( \delta \) is a constant and \( \lfloor . \rfloor \) is the integer part function. The value of \( \delta \) controls the smoothness of the surface. But, even with an appropriate choice of this value, the resulting mesh may need an additional smoothing process to correct some unwanted irregularities. Thus, in a last stage, a fast regularization process was applied which consists in shifting vertices so that

\[
\mathbf{p}_i - \mathbf{p}_i + \text{sign}(H_i)\mathbf{r}_i \text{ while } H_i \notin [H^\text{init}_i - 0.01; 0]
\]  

(18)

with \( H^\text{init}_i \) the mean curvature of vertex \( i \) of the initial mesh. In Section IV, OSD and OSDr correspond respectively to the OSD algorithm without and with the regularization process.

IV. PERFORMANCE STUDY

A. Protocol

The algorithms of DDC and OSD were evaluated separately or combined by applying the DDC on the output of OSD with regularization step. The experiments were performed on both anisotropic and isotropic 3-D images. As the prostate represents a part of the volume, only a region of interest was taken into account. A bounding box was therefore defined as

\[
\text{ROI} = \left\{ \max(0,x_3 - 75), \min(x_1 + 75, D_x) \right. \\
\left. \max(0,y_0 - 75), \min(y_2 + 75, D_y) \right. \\
\left. \max(0,z_4 - 75), \max(z_5 + 75, D_z) \right\}
\]  

(19)

where \( (x_i,y_i,z_i)_{i=0,\ldots,5} \) correspond to the coordinates of the initial points \( p^\text{init}_i \) and \( D_x, D_y \) and \( D_z \) to the dimensions of the image along the \( x, y, \) and \( z \) directions. The value of 75 was chosen to ensure that the prostate was always included in the region of interest. For anisotropic images, distances and curvatures were weighted to correspond to those of the isotropic images and the results were interpolated at the end to measure the true differences. The different approaches are summarized Fig. 6. As initial points at the base and the apex correspond to the extremities beyond which tissues must not be directly heated, the vertices beyond these limits were projected on the transverse plane containing the closer initial point \( p^\text{init}_i \) or \( p^\text{init}_j \) at the end of the process.

The performance of these algorithms was evaluated using 28 prostate volumes. These images were classified into three categories according to the quality assessed by the expert: good, medium or poor quality, each group containing respectively 11, 11 and 6 samples. Omitting the base and the apex which are only exceptionally well-defined, good images exhibit sharp edges in the whole central part (Fig. 7, rows 1 and 2) whereas medium quality images display blurred boundaries in some areas (Fig. 7, rows 3 and 4). In poor quality images, prostate contours are on the overall badly-defined and the inside part of the gland is much more heterogeneous (Fig. 7, row 5).
For each volume image, three initial meshes were defined. As the shapes of the meshes depend on the manually-selected point locations, different central planes and various apex and base positions were used.

The resulting segmented surfaces were compared to manually outlined prostates. The 28 volumes were analyzed and manually delineated by two physicians. Ten volume images were contoured twice by the same physician, with a few months interval in between to get a rough estimation of the intra-observer variability.

B. Metrics

The evaluation of the segmentation results was performed by computing volume-based and distance-based metrics. Sensitivity (Se) and volume overlap (VO) were employed as volume-based metrics

\[
Se = \frac{V_M \cap V_A}{V_M}, \quad VO = \frac{V_M \cap V_A}{V_M \cup V_A}
\]

where \(V_M\) and \(V_A\) are manually and semi-automatically segmented volumes.

To compute distance-based metrics, the distance from a point \(x\) to a surface \(S_Y\) was defined as

\[
d(x, S_Y) = \min_{y \in S_Y} \|x - y\|. \tag{22}\]

The symmetric average surface distance between the manually obtained surface \(S_M\) and the semi-automatically generated one \(S_A\) was then calculated by

\[
SAD(S_M, S_A) = \frac{1}{|S_M| + |S_A|} \times \left( \int_{m \in S_M} d(m, S_A) \, dm + \int_{a \in S_A} d(a, S_M) \, da \right) \tag{23}\]

with \(|S|\), the number of voxels belonging to \(S\). Furthermore, maximum deviations were measured using Hausdorff distances

\[
HD(S_M, S_A) = \max \{ \max_{m \in S_M} d(m, S_A), \max_{a \in S_A} d(a, S_M) \}. \tag{24}\]

C. Results

The performance of the two algorithms, i.e., DDC and OSD, has been evaluated qualitatively by visual comparison with the expert-defined contours in a first step, and then, quantitatively conducted using the metrics described above. Both steps are significant because global indexes may hide some local discrepancies of clinical relevance.

The parameters of the DDS were set to \(m_i = 1, \Delta t = 1\) for simplicity (1)–(3), \(\epsilon = 0.02\) (4), \(w^\text{ext} = 1.0, w^\text{int} = 4.0, w^\text{in} = -0.4\) (5), (10), the variance of the Gaussian filter \(\sigma = 7\) and the maximum number of iterations was set to 200 as the deformations that occur beyond this value are negligible. \(w^\text{in}\), \(w^\text{int}\) and \(\sigma\) were adjusted by varying their values over a large variation interval. The quality of the resulting segmentations was measured on a training subset of 14 randomly selected specimens among the 28 in order to deduce the best parameter set. These latter were then tested on the remaining 14 specimens. The process was iterated 100 times to change the training subset. As the choice of \(w^\text{in}\) is less sensitive [14], it was not optimized. For OSD, the conducted experiments, identical to those applied for the DDC, have shown that \(\xi = 1/3\) offered the best compromise between a value sufficiently high to allow sharp local variations that may occur in prostate shapes and sufficiently low to limit irregularities.

Some examples of the resulting segmentations, obtained on isotropic volumes, are displayed Figs. 7 and 8, with axial (X-Y), sagittal (Y-Z), and coronal (X-Z) sections. A slice by slice inspection has been visually performed by one of the experts by projecting simultaneously the expert contour and the results obtained by the algorithms. The overall comparison with the manual delineations pointed out that the OSDr method better follows the boundary of the prostate.

However, the DDC provides rather good results when the organ is well-contrast but also on low quality images as it can be seen on the dataset 5. Indeed, this method works locally around the initial mesh and does not move far away from it.
Thus, if the initialization is well-localized, the results are correct. However, if the initial mesh is not close enough to the sought edges or if it is positioned on local minima, noticeable differences with the ground truth may appear.

The OSD algorithm integrates image features over a larger neighborhood around the initial mesh and provides a global optimization leading to a better segmentation than the DDC. Errors occur nevertheless when the prostate shape varies sharply or when the initialization is too far from the boundary. Besides, the optimum does not always correspond to the prostate edge.

The quantitative evaluation was carried out on isotropic and anisotropic volumes. The results are summarized Table I. These statistics are issued from the 28 specimens, each segmented using three different initial meshes and all expert references. It appears that the performance obtained by using the DDC is slightly inferior to the one provided by the OSD (about 3% in Se and VO, 0.2 mm at most for SASD). This difference is a little bit increased with the addition of the regularization process which corrects some parts of the optimal surface that are not well positioned by moving them away from strong but false edges. Smoothness constraints are only taken into account in this case. Applying the DDC, for which the output of the OSD provides a better initialization, drives the surface toward other boundaries and globally enlarges the segmentation as it is shown by the increase of the sensitivity. This combination of the OSD with the DDC brings some improvement except for the Hausdorff distances which are increased but this improvement does not seem really significant. Besides, we can observe that the algorithms are somewhat more efficient when applied on isotropic images but, here too, the benefits remain low.

Table II provides a comparison between the intra-observer variability and the segmentation results. It can be seen that they have very close values. However, the variances observed between the two manual delineations for the low quality image samples are much higher than the ones obtained by the semi-automatic algorithms.

Table III describes the same statistics using as reference the deviations between the two expert manual delineations and for the all 28 specimens. It shows that the three algorithms lead to error values in the same range and an overall good performance in particular for SASD and HD with a slightly better behavior of OSD. The variances between experts are, here also, higher than those produced by the algorithms for poor quality images.

Fig. 9 illustrates volume overlap values produced by the different algorithms for each specimen. Each point corresponds to the mean of the volume overlap measures obtained by comparing the three segmentations produced from the different initial meshes to one expert delineation. Black rectangles represent 3-D images for which two expert references from one physician are available. The performance of the algorithms either on anisotropic images [Fig. 9(a)] or on isotropic images [Fig. 9(b)] remains relatively equivalent with a little gain for some isotropic datasets. Results for low, medium and good quality images are

| TABLE I |
| QUANTITATIVE COMPARISONS BETWEEN THE SEGMENTED SURFACES OBTAINED WITH THE ALGORITHMS AND THE MANUALLY OUTLINED PROSTATES. ALGORITHMS WERE APPLIED ON 28 3-D IMAGES. EACH SPECIMEN WAS SEGMENTED THREE TIMES FROM THREE DIFFERENT INITIAL MESHES. THE RESULTING SEGMENTATIONS WERE COMPARED TO MANUAL DELINEATIONS FROM ONE EXPERT BY COMPUTING THE SE, VO, SASD, AND HD. VALUES PRESENTED ARE THE MEANS AND THE STANDARD DEVIATIONS (AFTER THE ± SIGN) OF ALL THESE MEASURES. FOR THE SASD AND THE HD METRICS, THE VALUES ARE GIVEN IN MILLIMETERS AND, IN PARENTHESIS, IN VOXELS |

| Algorithms | Se (%), ± | VO (%), ± | SASD (mm, ±), V | HD (mm, ±), V |
| DDC | 87.18±4.72 | 82.73±3.90 | 1.00±0.31 (6.51±2.03) | 5.25±1.62 (34.08±10.49) |
| OSD | 90.18±4.08 | 83.75±3.72 | 0.91±0.27 (5.89±1.75) | 5.57±1.52 (36.19±9.86) |
| OSDr | 90.54±3.97 | 85.08±3.77 | 0.84±0.27 (5.46±1.78) | 4.97±1.62 (32.28±10.51) |
| OSDr + DDC | 91.75±3.68 | 85.28±3.78 | 0.82±0.27 (5.36±1.73) | 4.94±1.53 (32.11±9.91) |

| Table II |

| Algorithms | Se, ± | VO, ± | SASD (mm, ±) | HD (mm, ±) |
| DDC | 88.16±4.59 | 83.20±3.79 | 0.99±0.30 (6.41±1.95) | 5.32±1.65 (34.56±10.70) |
| OSD | 92.35±3.42 | 85.81±3.78 | 0.83±0.28 (5.23±1.84) | 4.88±1.62 (31.67±10.54) |
| OSDr | 92.13±3.39 | 86.20±3.81 | 0.78±0.28 (5.09±1.81) | 4.70±1.66 (30.54±10.81) |
| OSDr + DDC | 93.07±3.18 | 86.36±3.89 | 0.77±0.28 (5.01±1.84) | 4.79±1.62 (31.12±10.55) |
Table II

Comparison between the first set of contours drawn by Expert 1 and the second set of contours drawn by Expert 2 on 10 volumes whose three are of Good Quality (G), three of Medium Quality (M), and four of Poor Quality (P). Values presented are the means and the standard deviations (after the ± sign) of the metrics (SE, VO, SASD, and HD) where the last two are given in millimeters and, in parenthesis, in voxels. The comparison was also done between the semi-automatic segmentations of the anisotropic volumes and Expert 1 on the same set of images.

<table>
<thead>
<tr>
<th></th>
<th>Se (%)</th>
<th>VO (%)</th>
<th>SASD (mm)</th>
<th>HD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>88.60±7.89</td>
<td>81.88±9.00</td>
<td>1.13±0.66</td>
<td>4.69±3.95</td>
</tr>
<tr>
<td>M</td>
<td>88.53±3.42</td>
<td>83.78±2.81</td>
<td>0.97±0.24</td>
<td>5.99±2.16</td>
</tr>
<tr>
<td>G</td>
<td>91.49±2.92</td>
<td>85.26±2.42</td>
<td>0.87±0.25</td>
<td>5.88±1.75</td>
</tr>
</tbody>
</table>

DCC | 87.50±4.26 | 80.53±3.12 | 1.21±0.21 | 6.44±1.48 |
| M     | 84.44±3.49 | 80.37±3.24 | 1.52±0.27 | 6.26±1.43 |
| G     | 86.46±5.92 | 81.99±3.51 | 1.10±0.23 | 5.81±1.57 |

OSDr | 88.55±3.48 | 81.08±3.16 | 1.15±0.22 | 6.20±1.09 |
| M     | 88.34±3.94 | 82.64±3.67 | 1.07±0.20 | 5.90±2.12 |
| G     | 90.17±4.30 | 85.49±1.98 | 0.85±0.12 | 5.56±1.56 |

OSDr + DDC | 89.54±3.47 | 81.47±3.80 | 1.13±0.29 | 6.24±1.16 |
| M     | 89.25±3.86 | 82.59±3.49 | 1.07±0.17 | 6.36±2.12 |
| G     | 92.00±3.84 | 86.53±1.36 | 0.77±0.09 | 4.90±0.98 |

Table III

Comparison between the first set of contours from Expert 1 and the set of contours from Expert 2 on 28 3-D images whose 11 are of Good Quality (G), 11 are of Medium Quality (M), and six are of Poor Quality (P). The values presented are the means and the standard deviations (after the ± sign) of the metrics (SE, VO, SASD, and HD) measured on these images of different qualities. The comparison was also done between the semi-automatic segmentation of the anisotropic volumes and Expert 1 on the same set of images.

<table>
<thead>
<tr>
<th></th>
<th>Se (%)</th>
<th>VO (%)</th>
<th>SASD (mm)</th>
<th>HD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>92.47±5.00</td>
<td>75.92±9.74</td>
<td>1.42±0.73</td>
<td>6.49±2.93</td>
</tr>
<tr>
<td>M</td>
<td>94.41±3.58</td>
<td>83.96±5.25</td>
<td>0.98±0.36</td>
<td>7.02±2.69</td>
</tr>
<tr>
<td>G</td>
<td>95.83±1.64</td>
<td>87.09±5.17</td>
<td>0.88±0.29</td>
<td>4.88±1.53</td>
</tr>
</tbody>
</table>

DCC | 89.81±4.95 | 81.18±2.99 | 1.04±0.31 | 5.77±2.10 |
| M     | 85.67±4.11 | 82.16±4.02 | 1.11±0.30 | 5.61±1.34 |
| G     | 87.55±4.79 | 84.15±3.85 | 0.88±0.29 | 4.88±1.53 |

OSDr | 90.17±3.92 | 81.86±2.90 | 0.98±0.30 | 5.12±1.81 |
| M     | 90.60±4.17 | 85.24±4.11 | 0.89±0.28 | 5.34±1.62 |
| G     | 90.70±3.91 | 86.68±2.63 | 0.71±0.27 | 4.51±1.62 |

OSDr + DDC | 91.27±3.86 | 81.43±3.27 | 1.00±0.30 | 5.27±1.74 |
| M     | 91.83±4.03 | 85.52±3.96 | 0.87±0.26 | 5.32±1.71 |
| G     | 91.92±3.30 | 87.15±3.78 | 0.68±0.27 | 4.39±1.53 |

DDC is quite similar to the other algorithms for low quality images. For medium and good categories, the OSD-based methods provide better results. The comparison of the segmentations produced by the OSDr alone or combined with the DDC shows that they are often equivalent even if in some cases differences can be noticed.

A regional study has been carried out in order to go further in our analysis. As the edges at the base and the apex are clearly less defined than in the central part, this study aimed at evaluating the errors independently in each of these areas. Considering the set of axial slices contained in the expert reference, the first and last 20% were assigned to the extremities, and the remaining 60% to the central region. Thus, the total slice thickness comprising the extremities ranges from 6 to 10 mm, distances that are equal or slightly higher than the margins took during the treatment to preserve the sphincters located in these zones.

Fig. 9 highlights that errors are notably reduced in the central part when compared with the base and the apex ones. Indeed, the volume overlap is close to 90% with a small dispersion for all the algorithms. Results provided by the DDC are similar whether the 3-D images are isotropic or not while the represented from left to right. A trend can be observed when going from low to good quality images. The behavior of the
OSD-based methods display a higher dispersion when applied on anisotropic images at the base. Moreover, at this extremity, coupling DDC with OSDr does not bring an added-value. At the apex, the combination of OSDr and DDC increases the median value and decreases the dispersion leading to a better segmentation in this region. Indeed, the apex zone presents less surrounding structures than the base to mislead the algorithm.

To go a step further in the objectification of the results, a statistical study was performed. Each method (DDC, OSD, OSDr, and OSDr + DDC) was applied on the 28 3-D images and four metrics were measured by comparison of the results with the ground truth. Each couple (3-D image, method) was thus described with four values: the average distances (SASD), the standard deviations of these distances ($\sigma_{SASD}$), the Hausdorff distance (HD) and the mean of the 10% of the maximum distances (HD$_{10\%}$). Given that three initial meshes were used per volume, these metric values correspond to an average of the measures obtained by comparison of the three resulting segmentations with the expert reference. The comparison between methods was done using repeated measures mixed ANOVA models [44]–[46] where the observed volume was considered as a random effect and the other factors (methods and metrics) as fixed effects.

1) Study 1: First, we compared the four methods for each metric separately, using the following two-factor mixed ANOVA model

$$\gamma_{ij} = \mu + \alpha_i + \beta_j + \epsilon_{ij}$$

with $i = 1$ to 28 (volumes) and $j = 1$ to 4 (methods). $\gamma_{ij}$ is the value observed for the $i$th volume, assessed by the method $j$, $\mu$ is the global level observed across all the volumes and the methods, $\alpha_i$ is the random effect of the volume $i$ (random variable $\sim N(0, \sigma_i^2)$), $\beta_j$ is the global level observed for the method $j$ (fixed effect), and $\epsilon_{ij}$ is the residual value observed for the volume $i$ assessed by the method $j$ after taking into account the global level of volume $i$, method $j$ and the residual value observed for the volume $j$ assessed by the method $j$ and the metric $k$ [25]. Post-hoc comparisons between methods were done as above.

The differences are statistically significant between the results obtained with the DDC and the OSD methods, at the base and at the apex according to the studies 1 and 2. The adjusted p-values are less than 0.2% when all the metrics are considered simultaneously or when the SASD, the $\sigma_{SASD}$ and the HD$_{10\%}$ metrics are analyzed individually.

2) Study 2: To test the global effect of the four methods when considering the four metrics simultaneously, we used a three-factor mixed ANOVA model, including the metric effect as a fixed effect

$$y_{ijk} = \mu + \alpha_i + \beta_j + \gamma_{ijk} + \delta_{ijk} + \epsilon_{ijk}$$

with $i = 1$ to 28 (volumes), $j = 1$ to 4 (methods), $k = 1$ to 4 (metrics). $y_{ijk}$ is the value observed for the $i$th volume, assessed by the method $j$ and the metric $k$, $\mu$ is the global level observed across all the volumes, metrics and methods, $\alpha_i$ is the global level observed for the volume $i$ [random variable $\sim N(0, \sigma_i^2)$], $\beta_j$ is the global level observed for the method $j$ (fixed effect), $\gamma_{ijk}$ is an interaction term between method $j$ and metric $k$ (fixed effect) and $\delta_{ijk}$ is the residual value observed for the volume $i$ assessed by the method $j$ and the metric $k$ after taking into account the global level of volume $i$, method $j$ and metric $k$ [random variable: $\epsilon_{ijk} = N(0, \sigma_{ijk}^2)$]. Again, post-hoc comparisons between methods were done as above.

These analyses were performed globally on the whole prostate, but also in a regional way (base, middle part, apex) to locate the differences. The segmentation results were compared to experts 1 and 2. SAS software (SAS 9.1, SAS Institute Inc., Cary, NC) was used to carry out this study.

The interpretation of these statistics led to the following conclusions.

- The differences are statistically significant between the results obtained with the DDC and the OSD methods, at the base and at the apex. The adjusted p-values are less than 0.2% when all the metrics are considered simultaneously or when the SASD, the $\sigma_{SASD}$ and the HD$_{10\%}$ metrics are analyzed individually.

- The differences are statistically significant between the results obtained with the OSD and the OSDr algorithms, globally and mainly in the central part of the prostate with adjusted p-values less than 0.01% with the study 2 and less than 0.1% with the study 1 for almost all the metrics and all the experts (1 exception < 1%). The differences at the base and the apex are mainly significant between HD metrics (adjusted p-values < 3%).

- The differences are statistically significant between the results obtained with DDC and OSDr methods, globally and for all the subvolumes (base, middle part and apex) with the studies 1 and 2. The adjusted p-values are less than 0.2% for the whole prostate, the base and the apex. In the central part, the adjusted p-values are less than 5% with the study 2. The study 1 shows that these differences occur between the SASD (< 1%) and the HD$_{10\%}$ metrics (< 3%).

Finally, the differences between OSDr and OSDr + DDC do not appear statistically significant.

V. DISCUSSION

Several major issues must be emphasized concerning the results described above. Our main objective was to find a 3-D so-
lution which satisfies the constraints imposed by the HIFU treatment as the accuracy (depending on the margins took during the intervention), the computational time and the user interaction. It was also to provide an evaluation with expert ground-truth on a significant number of datasets and a comparison with already reported solutions.

The explored solutions make use of the same initial conditions starting with only eight points on which a first approximation of the global shape of the prostate is built. The a priori information brought by the initial points, notably at the base, at the apex and in the acoustic shadow produced by the urinary probe allows to constrain the segmentation which would otherwise tend to “leak.” The influence of the positioning of these landmarks has been incorporated in our study. The automatic relocation of the part of the mesh close to the rectal wall (depicting sometimes different shells) avoids the algorithms being attracted by high local gradients. Moreover, this initialization is well adapted to the HIFU therapy. Indeed, when starting the therapy, the physician defines the location of the base and of the apex to ensure that the treatment is not applied beyond these limits. Locating the initial points during the segmentation process preserves these margins.

On the overall, the performance achieved by the algorithms is rather high when visually examined by experts and quantitatively assessed by using different metrics. The differences observed are in the same range that the intra- and inter-observer variabilities. They make appear that the errors measured for the whole prostate and including poor quality images are in all cases around 90% for the sensitivity. The most efficient solutions lead to a volume overlap of about 85% and a symmetric average surface distance less than 1 mm. The Hausdorff distance however shows that deviations can go up to 5 mm but still remain comparable to the intra- and inter-observer range. These expert references suffer of the fact that they are performed slice to slice, with a risk to loose the 3-D continuity even if the interactive tools allow them to navigate into the whole volume whereas the 3-D algorithms ensure this continuity.

The cost function (14) was adapted from [47] to ultrasound images of prostate. While Heimann et al. [40] combined the OSD with a statistical shape model and an appearance model also based on gradient features, the resulting statistical figures are equivalent to those of our approaches. It must be noticed that errors occur, in both cases, essentially at the extremities which is common to most of the methods reported in the literature.

The methods used to segment the prostate, as pointed out in the introduction, must be fast considering the intra-operative constraints. On anisotropic images, the detection of the rectal wall and the Gaussian filtering, which are common stages to DDC and OSD, take about 0.2 s and 10 s respectively on a 2.33 GHz Xeon PC. The computation time of the remaining steps for the DDC is around 8 s whereas the OSD algorithm requires less than one second. The latter is thus faster and therefore more compatible with the treatment constraints. For the isotropic images, the computation time is multiplied by a factor almost equal to 2.6. Given that the improvement brought by applying the algorithms on isotropic images is limited and that the prostate segmentation must be repeated during the operation, the best compromise consists in working on the original, anisotropic volumes.

The cost function (14) was adapted from [47] to ultrasound images of prostate. While Heimann et al. [40] combined the OSD with a statistical shape model and an appearance model also based on gradient features, the resulting statistical figures are equivalent to those of our approaches. It must be noticed that errors occur, in both cases, essentially at the extremities which is common to most of the methods reported in the literature.

The results assessed both qualitatively and quantitatively, produced by the DDC algorithm are often on the overall inferior to those provided by the OSD and OSDr owing in particular to a higher sensitivity to the initialization. This was confirmed by the statistical study based on mixed ANOVA models that showed that significant differences can, in particular, be noticed at the base and at the apex which are critical areas. But the choice of parameter values also affects the final segmentation. Indeed, the parameters \( \gamma \) and \( \alpha \) were adjusted following the systematic and random procedure described in the results section but slight local deviations from the true contours can still be observed. A potential perspective for DDC may consist in modulating the weights of the internal and external forces according to the local noise level or to prior anatomical knowledge. This is not a trivial problem because the noise is non-stationary and the prostate shapes and sizes are rather patient-dependent. In OSD, reducing the value of \( \delta \) when the shape of the prostate is more regular could limit errors. But the regularization stage applied on the output of OSD corrects most of these errors and allows choosing a value of \( \delta \) adapted to most prostate shapes (following the procedure mentioned just above for DDC). Therefore, the OSDr algorithm is less sensitive to the choice of the parameter values than the DDC.

Additional attempts not reported here have been carried out by looking for candidate points with high gradients within the neighborhood of each mesh vertex but they did not bring significant improvements. Texture was also examined in and out the prostate [48] with the idea to incorporate this information into DDC. However, if it has some relevance on well contrasted regions (i.e., the central part of the prostate), texture features do not bring new cues around the base and the apex, the most sensitive areas as it has been shown through the regional analysis we have worked out.

The HIFU therapy is a fast evolving technique and many improvements can be expected either on the imaging side or in more focussed treatments. MRI information will very likely play an important role in the future, not only by its capability to monitor the temperature changes but also by the possibility to get a better description of the prostate boundaries in particular at the apex and the base. Preoperative MRI acquisitions also open new paths for segmenting intra-operative ultrasound images by matching the two modalities. In addition, MR images may allow depicting the tumoral regions inside the prostate, thus, offering a way to treat well targeted areas instead to destroy the whole organ.
VI. CONCLUSION

Two main frames, based on discrete dynamic contour and optimal surface detection, with several variants, have been proposed in this paper for a semi-automatic segmentation of the prostate in high intensity ultrasound protocols. They have been evaluated on a rather large dataset using identical initial conditions. This evaluation has been conducted on the whole prostate volume and on different subsections of the prostate. The resulting segmentations have been compared through different metrics with manually expert delineations. Differences were analyzed with statistical models to determine their significativity. In all cases, operating in 3-D with a limited interactivity requested to the user appears as an important advantage.

All these methods have some merits and have shown on the overall a quite good performance, either on anisotropic (data without any preprocessing) or isotropic (after interpolation) volumes. They always fall within the intra- and inter-observer variability interval. However, the OSD-based approach provides slightly better results in terms of accuracy and requires less computation resources, a major constraint for the clinical application. Some deviations from expert-defined contours may still be observed at the apex and the base, where boundaries are missing but fulfill the constraints (i.e., the margins defined by the physician to protect the sensitive surrounding structures) imposed by the therapeutic protocol. In addition to the integration of these algorithms in HIFU platforms with optional correction tools, the work currently in progress concerns the application of these methods to MR an CT images of the prostate.
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