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Fourth Order Approaches for Localization of Brain Current Sources

Laurent Albera, Anne Ferréol, Delphine Cosandier-Rimélè, Isabelle Merlet, Fabrice Wendling

Abstract — Two high resolution methods solving inverse problems potentially ill-posed, named 4-MUSIC and 4-RapMUSIC, are proposed. They allow for localization of brain current sources with unconstrained orientations from surface electro- or magneto-encephalographic data using spherical or realistic head geometries. The 4-MUSIC and 4-RapMUSIC methods are based on i) the separability of the data transfer matrix as a function of location and orientation parameters and ii) the Fourth Order (FO) virtual array theory. In addition, 4-RapMUSIC uses the deflation concept extended to FO statistics accounting for the presence of potentially but not totally coherent sources. Computer results display the superiority of the 4-RapMUSIC approach in different situations (two closed sources, additive Gaussian noise with unknown spatial covariance, ...) especially over classical algorithms.

I. INTRODUCTION

Electroencephalography (EEG) and magnetoencephalography (MEG) are two complementary techniques respectively measuring electrical potentials and magnetic fields produced by neuronal activity, at the surface of the head. Localization of neuronal activity sources requires to solve the inverse problem which is underdetermined in theory, as the number of sources is generally larger than the number of sensors, and so ill-posed. Conversely, when the number of sources is assumed to be lower than the number of scalp measurements, the problem is overdetermined and has a unique solution. In order to solve the EEG/MEG inverse problem both a model of neuronal sources and a model of the head are required. The current dipole is the most commonly used model for a source of electrical activity in the brain. Head models aim at representing geometrical and electrical properties of the different tissues composing the volume conductor. Various models were proposed going from concentric homogeneous spheres with isotropic conductivities to realistically shaped models with refined tissue conductivity values.

Numerous array processing methods were developed to estimate multidimensional parameters of sources, allowing among other things the localization of brain current dipoles from scalp measurements. Among subspace approaches, the Second Order (SO) MUSIC (MUltiple SIgnal Classification) method [10] was proposed for overdetermined mixtures of sources. This approach gave rise to several variants aimed at improving performances. On the one hand, among time MUSIC-like methods, one can mention the extension of the original MUSIC algorithm to Fourth Order (FO) statistics (so-called MUSIC4) able to deal with the case of underdetermined mixtures of sources [9]. One can also mention sequential approaches such [7], which are based on both SO statistics and deflation concept to increase localization resolution. In particular, the RapMUSIC algorithm [7] takes advantage of the factored matrix formulation of the transfer relationship between deep sources and scalp data by separating nonlinear (location) from quasilinear (orientation) source parameters in order to reduce computing time [3]. On the other hand, Time-Frequency (TF) approaches were proposed (see [1] for instance) to improve the resolution of the localization in the case of very closed sources with spectral nonstationary properties. Finally, besides subspace methods, other localization methods applied to EEG and MEG data were reported (review in [6]).

Three remarks can be made from this brief overview. First, most of the aforementioned array processing methods are based on SO statistics, which implicitly imply that sources are Gaussian. In practice, this assumption is not justified physiologically and information available at higher orders can be utilized. Second, TF approaches showed to be not applicable when sources have quasi-identical TF supports. Third, time SO techniques cannot deal with underdetermined mixtures of sources or with a Gaussian noise of unknown spatial covariance.

Higher Order (HO) methods inherently account for these limitations. However, to date, there is no attempt to propose a FO method that takes advantage of i) the separability of the data transfer matrix as a function of location and orientation parameters and/or ii) the deflation concept. The intent of the present paper is to describe two new FO MUSIC-like methods addressing these issues. These methods are referred to as 4-MUSIC and 4-RapMUSIC, respectively. Both are based on i) the factored matrix formulation of the data transfer function and on ii) the FO virtual array theory whose relevance has already been displayed in radiocommunications contexts [2], and both account for the presence of possibly but not totally coherent sources.

II. ASSUMPTIONS AND NOTATIONS

A. The Problem Formulation

We assume that a \((N \times K)\) realization of a \(N\)-dimensional random process \(\{x(k)\}\) is observed. Moreover, each random vector \(x(k)\) is given by:

\[
x(k) = A(\Theta) s(k) + \nu(k)
\]

(1)
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where \( \{ s(k) \} \) is a \( P \)-dimensional source vector process, which observations are the time courses of \( P \) currents; \( A(\Theta) = [a(\theta_1), \ldots, a(\theta_p)] \) is the \((N \times P)\) static mixing matrix that depends on \( \Theta = \{ \theta_1, \ldots, \theta_p \} \), the collection of the multi-parameters of the \( P \) sources; and \( \{ v(k) \} \) is the noise vector process that is assumed to be Gaussian and statistically independent of the source vector process.

In EEG (or MEG) applications, each column vector \( a(\theta) \) of the static mixing matrix represents the electrical (or magnetic) field generated at all scalp sensors by a current dipole with a unit time course localized at a given position \( \rho \) for a given orientation \( \phi \). Vector \( a(\theta) \) can be written as the product of a \((N \times 3)\) gain matrix \( G(\rho) \) and the orientation vector \( \phi \):

\[
a(\theta) = G(\rho) \phi
\]

where the multi-parameter vector \( \theta = [\rho^T, \phi^T]^T \) of the considered current dipole includes the nonlinear location parameter \( \rho \) and the quasilinear orientation parameter \( \phi \). Vector \( a(\theta) \) will be referred to as the source localizing vector in the sequel.

Although both methods developed can be applied to both EEG and MEG data, and to both spherical and realistic head models, the present work is focused on the EEG context with a spherical head model. An analytic expression for the gain matrix \( G(\rho) \) can be found in [8].

B. FO statistics

For the sake of convenience, the present work is limited to stationary and ergodic data. In that case, the \((N^2 \times N^2)\) quadracovariance matrix [9] \( Q_x \), of process \( \{ x(k) \} \) can be easily estimated from the scalp data. Given the multinularity property of cumulants [4], \( Q_x \) has a special algebraic structure, with several matrix redundancies. If statistical independency between sources and noise is assumed, this property can be expressed as follows:

\[
Q_x = [A \otimes 2] Q_x [A \otimes 2]^T = AA^T Q_x A^T
\]

where \( Q_x \), \( A \otimes 2 \equiv A \otimes A \) and \( \otimes \) are the \((P^2 \times P^2)\) quadracovariance matrix of \( \{ s(k) \} \), the Kronecker square of matrix \( A \) and the Kronecker product operator, respectively.

III. ALGORITHM

A. The FO null-spectrum

Compute the Eigen Value Decomposition (EVD) of the symmetrical matrix \( Q_x \) as follows:

\[
Q_x = [E_s \ E_v] \left[ \begin{array}{cc} L_s & 0 \\ 0 & L_v \end{array} \right] \left[ \begin{array}{cc} E_s & E_v \end{array} \right]^T
\]

where \( L_s, E_s, E_v \) and \( R \) denote the \((R \times R)\) real-valued diagonal matrix of the non zero eigenvalues of \( Q_x \), the \((N^2 \times R)\) matrix of the associated eigenvectors, the \((N^2 \times N^2)\) matrix of the eigenvectors associated with the zero eigenvalues of \( Q_x \) and the rank of \( Q_x \) respectively. Since matrix \( Q_x \) is symmetrical, each column of \( E_s \) is orthogonal to each column of \( E_v \). Now \( \text{Span} [A] = \text{Span} [E_s] \), therefore each column of \( A \) is orthogonal to each column of \( E_v \). Given \( \theta_p \) the location/orientation parameters of the \( p \)-th source and \( a(\theta_p)^{\otimes 2} \equiv a(\theta_p) \otimes a(\theta_p) \) the FO virtual source localizing vector, that is, the true localizing vector of the \( p \)-th source for the corresponding FO virtual array [2]. The column vectors \( a(\theta_p)^{\otimes 2} \) \((1 \leq p \leq P)\) appear in matrix \( A \), and so they are orthogonal to each column of \( E_v \). Thus the normalized FO null-spectrum (null-polyspectrum) criterion can be defined as follows:

\[
J_1(\theta) = \left( [a(\theta)^{\otimes 2}]^T \Pi_0 [a(\theta)^{\otimes 2}] \right) / \| a(\theta)^{\otimes 2} \|^2
\]

where \( \Pi_0 = E_v^T E_v \) is the noise subspace projector of the \( Q_x \), and the \( P \) roots of \( J_1 \) correspond asymptotically to the \( P \) vectors \( \theta_p \). Using properties of the Kronecker product, \( J_1 \), after inserting (2) into (5), becomes:

\[
J_2(\theta) = \frac{\Phi^T G(\rho)^T \Pi_0 G(\rho) \Phi}{\Phi^T G(\rho)^T G(\rho) \Phi}
\]

where \( \Phi \equiv a(\theta)^{\otimes 2} \) and \( G(\rho) \equiv G(\rho)^{\otimes 2} \) are the FO source orientation vector and the FO gain matrix, respectively. Parameters \( \theta_p = [\rho_p^T, \phi_p^T]^T \) \((1 \leq p \leq P)\) can then be obtained by i) looking for the \( P \) global minima \( \rho_p \) of the function in \( \rho \) defined by the minimum eigenvalue of matrix \( G(\rho)^T \Pi_0 G(\rho) \) in the metric \( G(\rho)^T G(\rho) \), and by ii) identifying each vector \( \Phi_p \) \((1 \leq p \leq P)\) as the eigenvector associated with the minimum eigenvalue of matrix \( G(\rho_p) \Pi_0 G(\rho_p) \) in the metric \( G(\rho_p)^T G(\rho_p) \) [5]. An algorithm is proposed in section III-B in order to compute vector \( \phi \) from \( \Phi \). Consequently, the orientation parameters are deduced from the location parameters, which modifies the 6D-optimization of criterion (6) to a 3D-optimization. Therefore, criterion (6) can be concentrated with respect to \( \rho \), leading to:

\[
J_3(\rho) = \lambda \left( [G(\rho)^T G(\rho)]^{-1} G(\rho)^T \Pi_0 G(\rho) \right)
\]

where \( \lambda [B] \) denotes the minimum eigenvalue of matrix \( B \). The computational cost can considerably be reduced again if criterion \( J_3 \) is replaced by the following criterion:

\[
J_4(\rho) = \frac{\det [G(\rho)^T \Pi_0 G(\rho)]}{\det [G(\rho)^T G(\rho)]}
\]

where \( \det [B] \) denotes the determinant of matrix \( B \).

B. The 4-MUSIC and 4-RapMUSIC approaches

In this section, we present the 4-MUSIC and 4-RapMUSIC methods based on i) the separability of the data transfer matrix as a function of location and orientation parameters, and ii) the FO virtual array theory [2], using the low cost function as defined in (8). In addition, the 4-RapMUSIC algorithm exploits the deflation concept that we have extended to FO statistics.

More particularly, the 4-MUSIC algorithm consists in searching for global minimizers of criterion \( J_4 \). Indeed, if the noise subspace projector was estimated perfectly, such as asymptotically, then the \( P \) source location vectors \( \rho_p \) would be directly found as the \( P \) global minimizers of \( J_4 \) over a sufficiently densely sampled grid of the nonlinear parameter space. Then each source orientation vector \( \phi_p \) \((1 \leq p \leq P)\) can
be computed from the previous locations using both follow-
ing steps. First, let the FO source orientation vector $\Phi_p$ be the
normalized quasilinear parameter vector that must multiply
$G(p)$, on right to produce vector $a(\theta_j)$.$^2$. It has to be deriv-
ated from the eigenvector corresponding to the minimum eigen-
value of matrix $[G(p_j) G(p_j) G(p_j)] \Pi_0 G(p_j)$. Sec-
condly, the source orientation vector $\Phi_p$ can be computed
from $\Phi_p$, by i) remodeling it into one ($N \times N$) matrix $B_p$
(the $n$-th column of $B_p$ is made up from the $N$ consecutive
elements of $\Phi_p$, as from the $[N(n-1)+1]$-th one), and ii)
diagonalizing it. Indeed, the eigenvector associated with the
strongest eigenvalue of $B_p$, is, up to a sign factor, equal to
$\Phi_p$.

Nevertheless, for a finite number of samples, errors in our
statistic estimate reduce (8) to a function with i) a single
global minimum that corresponds for instance to the source
of maximum Signal-to-Noise Ratio (SNR), and ii) $P-1$ local
minima. Although the global minimum is easily identifiable,
it is more difficult to find the $P-1$ remaining local minima
since nonlinear search techniques may miss shallow or
adjacent peaks and return to a previous peak. Algorithms
have been proposed to solve peak-picking problem (review
in [7]), but they rapidly become complex and subjective as
the number of sources and the dimensionality of vectors $p$
increase [7]. So, a computation strategy such as the follow-
ing FO deflation concept has to be established to avoid this peak-
picking problem, giving rise to the 4-RapMUSIC method.

This latter consists in recursively localizing the $P$ sources.
Indeed, the $p$-th step of the 4-RapMUSIC method allows for
identifying the $\xi(p)$-th source location and orientation vec-
tors. The use of the permutation function $\xi$ of $\{1, 2, \ldots, P\}$
is necessary since the $P$ source localizing vectors $a(\theta_p)$ may
be recovered only in the disorder. Indeed, equation (1) shows
that the order in which the components of $s(k)$ and the
associated columns of $A(\Theta)$ are set does not change the
expression of $x(k)$. The $\xi(p)$-th source location vector, $\rho_{\xi(p)}$
can be achieved by searching for the global minimum root of
(8) replacing $G(p)$ and $\Pi_0$ by $A^{\xi(p)} \Pi_0 G(p)$ and the noise
subspace projector, $\Pi_{p-1}$, of matrix $[A_{p-1} Q_a A_{p-1}^T]$
respectively, where:

$$\begin{align*}
&\forall j, 1 \leq j \leq p-1, a(\theta_{\xi(j)}) = G(p_{\xi(j)}) \phi_{\xi(j)} \\
&A_{p-1} = [a(\theta_{\xi(1)}) \cdots a(\theta_{\xi(p-1)})] \\
&A_{p-1}^T = 1_N - A_{p-1} [(A_{p-1})^T A_{p-1}]^{-1} [(A_{p-1})^T A_{p-1}]^{-1}
\end{align*}$$

(9)

Note that the rank of the data quadr covariance matrix
$[A_{p-1}^T Q_a A_{p-1}]$ is strictly smaller than $R$. Indeed, the
multiplication of the initial quadr covariance $Q_a$ on left and
right by $A_{p-1}^T$ and $[A_{p-1}]$, respectively, comes down to
remove the contribution of the $p-1$ first localized sources from
$Q_a$, and consequently to increased the dimension of the
noise subspace and so the capacity of source localization.
As far as the source orientation vector $\phi_{\xi(p)}$ is concerned,
it can be computed from the source location vector $\rho_{\xi(p)}$, as
explained in the previous paragraph.

IV. RESULTS

Performances of four MUSIC-like algorithms (2-MUSIC
[3], 2-RapMUSIC [7], 4-MUSIC and 4-RapMUSIC) were
compared in an EEG context, in three different situations.
Simulations were performed using a 3-shell spherical head
model (radii were 8 cm for brain, 8.5 cm for skull and 9.2 cm
for scalp; brain and scalp conductivities were $33.10^{-4} S/cm
and skull conductivity was 40 times lower) and a set of ten
electrodes from 10-20 standard (namely Fz, Cz, Pz, Fp2, F3,
F4, P7, P8, T7 and O2). Depending on the situation, $P=1$ or
2 independent sources were considered. A physiologically-
relevant model, consisting in a network of coupled neuronal
populations [12], was used to compute realistic source time
courses. The $P$ sources had the same SNR equal to 15 dB,
they were arranged in the same $z$-plane, and their orientations
$\phi_p$ ($1 \leq p \leq P$) were randomly fixed such as $\|\phi_p\| = 1$.
The background noise was considered as temporally and
spatially white, except for situation IV-C. Simulation results
were averaged over $M=200$ realizations.

Two criteria were used to quantify the quality of the source
localization for each method. The first one is the Probability
of Non Localization (PNL), which is defined by the ratio
between the number of realizations for which all the sources
are not localized and the total number of realizations $M$.
The second one is the averaged Root Mean Square Error
(RMSE), which is defined, for source $p$, by:

$$RMSE(\theta_p) = \frac{1}{M'} \sum_{m=1}^{M'} \min_{1 \leq j \leq P} \left\{ \| \theta_p - \hat{\theta}_j^{(m)} \| \right\}$$

(10)

where $M'$ ($M' \leq M$) is the number of realizations for which
the localization method has succeeded in finding exactly
$P$ solutions, and $\hat{\theta}_j^{(m)}$ is the $j$-th source parameter vector
estimated during the $m$-th realization.

A. Effect of the dipole depth on source localization

The behaviour of the four MUSIC-like algorithms was
studied in the presence of a unique source using only six
scalp electrodes. Figure 1 displays the variations of the
RMSE criterion of the four methods as a function of the
source location on the $z$-axis. It appears that both FO
methods localize more precisely the source than both SO
methods, whatever source depth. Note that PNL criterion is
not reported here because it was quasi-zero for all methods
whatever source depth.

B. Localization of poorly spatially separated sources

The behaviour of the four algorithms was also studied in
the case of two poorly spatially separated sources. Figure 2
presents the RMSE and PNL criteria of the four methods as a function of samples for two sources using ten surface electrodes. Source location parameters were chosen as equal to $\rho_1 = [0, 0, 0.8]^T$ and $\rho_2 = [0, 0, 1.12]^T$ (values in centimeters). It clearly appears on figure 2(b) that the 2-MUSIC and 4-MUSIC methods have difficulty in localizing both sources, whereas the 2-RapMUSIC and 4-RapMUSIC algorithms succeed in finding two solutions. Nevertheless, as displayed by figure 2(a), the 2-RapMUSIC method does not localize as precisely both sources as the 4-RapMUSIC algorithm.

C. The case of colored noise

Both FO algorithms were compared to both SO algorithms in the presence of a Gaussian noise with unknown spatial covariance using ten surface electrodes. Two sources were positioned in depth such that their location vectors were given by $\rho_1 = [0, 0, 2]^T$ and $\rho_2 = [0, 0, 4.4]^T$ respectively. Figure 3 displays the variations of RMSE and PNL criteria for the four methods as a function of the noise spatial covariance factor $\rho$. Note that the Gaussian noise model employed in this simulation is the sum of an internal noise $\nu_{\text{in}}(k)$ and an external noise $\nu_{\text{out}}(k)$, of covariance matrices $R_{\nu_{\text{in}}}^T$ and $R_{\nu_{\text{out}}}^T$ respectively such that:

$$R_{\nu_{\text{in}}}(r, q) \overset{\text{def}}{=} \sigma^2 \delta(r-q)/2 \quad R_{\nu_{\text{out}}}(r, q) \overset{\text{def}}{=} \sigma^2 \rho |r-q|/2$$

where $\sigma^2$, $\rho$, $R_{\nu_{\text{in}}}(r, q)$ and $R_{\nu_{\text{out}}}(r, q)$ are the total noise variance per sensor, the noise spatial covariance factor and the $(r,q)$-th component of the total noise covariance matrix, respectively.

Figure 3(a) shows that both SO algorithms are sensitive to a Gaussian noise with unknown spatial covariance and are affected as soon as the noise spatial covariance increases beyond 0.1. Indeed, 2-MUSIC and 2-RapMUSIC would theoretically require a perfect knowledge of the noise covariance [10], while 4-MUSIC and 4-RapMUSIC, since they use FO cumulants, are asymptotically insensitive to Gaussian noise, regardless of its space/time color. Indeed, the computer results show that 4-MUSIC and 4-RapMUSIC localize both sources with precision whatever the noise spatial covariance is. Nevertheless, figure 3(b) displays that, for a given number of ten thousand samples, only 4-RapMUSIC succeeds in localizing both sources at each time.

V. Conclusion

We proposed in this paper two novel algorithms for brain current source localization, namely the 4-MUSIC and 4-RapMUSIC methods. Computer results showed the superiority of 4-RapMUSIC over 4-MUSIC and classical algorithms such as 2-MUSIC [3] and 2-RapMUSIC [7] for both overdetermined mixtures of sources and a small number of ten electrodes. Forthcoming works will display i) its superiority for larger number of electrodes as used in standard or higher resolution montages, ii) its capacity to localize more sources than surface observations, and iii) its behavior when applied to patients in whom strong hypotheses about localization of epileptic zones are available.
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