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Abstract

During endovascular aortic aneurysm repair (EVAR), the introduction of medical devices deforms the arteries. The aim of the present study was to assess the feasibility of finite element simulation to predict arterial deformations during EVAR. The aortoiliac structure was extracted from the preoperative CT angiography of fourteen patients who underwent EVAR. The simulation consists of modeling the deformation induced by the stiff guidewire used during EVAR. The results of the simulation were projected onto the intraoperative images, using a 3D/2D registration. The mean distance between the real and simulated guidewire was 2.3 ± 1.1 mm. Our results demonstrate that finite element simulation is feasible and appears to be reproducible in modeling device/tissue interactions and quantifying anatomic deformations during EVAR.
Introduction

The deployment of an aortic stent graft requires the introduction of rigid sheaths and guidewires via a femoral access, which then leads to deformations of the vascular structures, which by nature are soft. This is the main source of rigid registration errors when the preoperative 3-dimensional (3D) computed tomography angiography (CTA) is overlayed onto the 2-dimensional (2D) fluoroscopy images taken during endovascular abdominal aortic aneurysm (AAA) repair. When these intraoperative arterial deformations occur, they also lead to length changes, of the iliac arteries in particular. These arteries are measured at the time of sizing, in order to determine, from a limited catalogue, which stent graft is the most suitable for the patient. This process leads to an obvious paradox: the deformations are not objectively taken into account at the time of sizing/planning and of guiding of the procedure, whereas the stent graft is deployed inside a deformed artery, which will not have the same length as that measured on the CTA. Currently, the physician anticipates such deformations, on the basis of his experience, but not on physical or statistical deformation data.

A few works have focused on computer aided navigation to assist endovascular repair of complex aortic aneurysms. Indeed, most of vascular surgeons work with a standard intra-operative 2D fluoroscopy-like imaging. For endovascular aortic aneurysm repair (EVAR), the best imaging to guide the intervention is the superimposition of the pre-operative CT volume onto the intra-operative imaging environment thanks to a registration process. Intensity based and feature based 3D/2D rigid registration methods have been considered. Due to intra-operative deformations of vascular structures it is difficult to achieve an accuracy of about one millimeter. More recent works integrated non-rigid registration to take into consideration local deformations, of the renal ostia, observed between 3D CT pre-operative data and intra-operative images. The results reported from use of the image-guided surgery system during 23 procedures showed that the method was within a target accuracy of 3 mm in 78 % of cases. The deformation of the iliac arteries caused by the introduction of stiff endovascular tools was not taken into account. Otherwise several works attempted to implement Finite Element Methods (FEM) based simulation in the context of endovascular procedures. They were intended to deal with issues related to the understanding and the anticipation of aneurysm rupture risk, of strain, migration and endoleaks at the stent, in their pre-computed implementation or to deal with catheterization simulation issues in their interactive / real time implementation. With the extension of EVAR to more complex cases, in particular to the use of a fenestrated endograft in certain patients, the quantification
of vascular deformations will become an important aspect in the planning and sizing of such devices. In addition, such deformations will need to be accounted for by the intraoperative imaging fusion system. The aim of this study was to assess the feasibility of finite element simulation to predict and quantify arterial deformations during EVAR.

**Material and methods**

*Patient and device data*

From January 2011 to March 2011, CTA data was obtained from 14 consecutive patients (13 men) with an AAA who underwent EVAR in our department. The patients were operated when the aneurysm diameter exceeded the threshold of 50 mm. Their mean age was 73.5 ± 8.9 years. This study was approved by our hospital's ethics committee. The CTAs were performed using a 64-slice scanner (General Electric Medical Systems, Milwaukee, Wisconsin, LightSpeed16). The data acquisition parameters were: slice thickness = 1.25 mm, using a 215-260 mA, 120 kVp tube. 120 ml of a non-ionised iodine contrast medium (Hexabrix, Guerbet LLC, Bloomington, Ind) were injected via an antecubital vein with a 3.5 mL/s flow rate (iodine concentration of 320 mg/ml). The grayscale windowing of the tissue was 400 Hounsfield units (HU) at the periphery and 40 HU at the center. The one month postoperative CTAs were carried out according to this protocol, in addition to a delayed acquisition in order to detect any possible low flow-rate endoleak and so 2 CTAs were available for each patient.

The CTAs were analyzed using the Endosize® software (Therenva, Rennes, France). The image analysis process combines contour-based and region-based segmentation algorithms including morphological operations to automatically remove connections between the vasculature of interest (aortoiliac structure) and bone structures (such as spine). The vessel centerlines and contours, as well as the surface description of the vascular lumen were extracted from the CTAs. The aorto-spinal distance was also considered. It was obtained by computing beforehand a Maurer distance map from the bone structures. The vascular structures were described using active contours, and were represented by curves (B-spline type) in planes orthogonal to the centerline of each vessel. For each patient, 1 spline per cm (with 8 points/spline) was extracted, from the abdominal aorta to the femoral arteries. The 3D coordinates of three points defining each of the planes (one point along the centerline and two additional coplanar points) as well as the in-plane coordinates of the vessel lumen contour points were exported to the simulation software. For each patient, a complete sizing was
performed according to the standards of the international society for vascular surgery\textsuperscript{13}. P2 corresponded to the measurement point on the centerline immediately below the renal arteries, P3 to the end of the aortic neck, P4 to the aortic bifurcation, P5 and P6 to the left and right iliac bifurcations respectively (Fig. 1). P1, P7 and P8 corresponded to the extremities of the region of interest and were not considered as measurement points. On the post-operative CTA at 1 month, only the lengths were analyzed. They were measured using the same reference points (P2, P3, P4, …) as on the preoperative CTA. In addition to these quantitative variables, the arterial wall quality (healthy wall, calcifications) was determined according to the grading system based on the recommendations of the international society for vascular surgery\textsuperscript{13}. The grade 0 corresponded to a healthy wall and the (maximum) grade 3 corresponded to circular calcifications of the whole artery.

\textit{Simulation}

Reconstruction of the vascular geometry was achieved using the ANSYS DesignModeler software (ANSYS, Inc., Canonsburg, PA). The contours were imported from Endosize\textsuperscript{®}, and by using a surface interpolation tool, the full aortic surface was recreated (Fig. 2). From this geometric model (Fig. 2), a triangular mesh was generated and contained (depending on the patient) between 5000 and 10000 shell elements\textsuperscript{14}. The thickness of the artery wall was 1.5 mm on the aorta and 1 mm on the iliac arteries. The vascular wall was considered to be homogeneous, isotropic and incompressible, with a Poisson's ratio of 0.45. A linear elastic model was used to describe the deformation properties of the arterial wall. The mechanical properties of the artery wall were determined from the calcification grade, determined from the sizing. Based on the literature\textsuperscript{15-18} the values of Young's Modulus (defining the elasticity) were applied as follows: non or minimally calcified artery (grade 0 or 1): 2 MPa; calcified artery (grade 2): 5 MPa; highly calcified artery (grade 3): 10 MPa

The guidewire used for the simulations was the Lunderquist\textsuperscript{®} (Extra Stiff Wire Guide, Cook\textsuperscript{®}) model. Its mechanical characteristics were studied using an LF-Plus\textsuperscript{®} device (Lloyd instruments), which allows tension and bending tests to be carried out using extensometer and crosshead technologies. It was modeled as a cylinder with a hemisphere at its end. The characterization of the mechanical properties of the guidewire allowed varying material properties to be defined, depending on whether the flexible distal end (4 cm) or the more rigid body of the guidewire was considered. A progressive stiffness gradient was applied to the transition zone between the flexible and rigid sections of the guidewire\textsuperscript{20}. The guidewire mesh
was comprised of approximately 1000 hexahedral elements. The parameters used for the rigid section were: 180 GPa for Young's modulus, and 0.3 for the Poisson's ratio.

The boundary conditions are the parameters defining the mechanical stresses or displacements acting on the geometric structure under consideration from external sources. They can take different forms as fixed points (fixed support) or spring stiffness per unit area that only acts in the direction normal to the face of the mesh (elastic support). Specific anatomical features were considered, when selecting suitable positions for the fixed supports. The upper extremity of the abdominal aorta (coeliac aorta) is fixed by the aortic hiatus which is an opening in the diaphragm. The aortic hiatus is an extension of the diaphragmatic pillars which are strong tendinous layers very close to the spine. The femoral artery is also laterally held in the femoral triangle by its collaterals laterally and the inguinal ligament forwards. Between the coeliac aorta and the femoral artery, there is no other strong anatomical structure to which the aortoiliac structure can be attached. Thus in the present study, the boundary edges of the mesh corresponding to the coeliac part of the abdominal aorta and the guidewire insertion site on the femoral artery were assumed to be fixed. Elastic supports were used to model the anatomical relationship between the posterior side of the aorta and the anterior side of the spine. The stiffness was chosen to be proportional to the distance between the aorta and the spine, computed beforehand from a distance map. Other supports were added between the aortic bifurcation and the internal iliac bifurcation.

The simulations were made on a Hewlett Packard Z800 computer (HP Development Company, California, USA), with an 8-core, 2.4 GHz Xeon processor. The method used involved displacing the guidewire onto the centerline of the aortoiliac structure, using pre-stress to initialize the guidewire/artery interactions (Fig. 3). The pre-stress was then removed and the guidewire/artery contact activated.

*Pre-/intra-operative registration*

In order to evaluate the results of our simulation, the simulated guidewire was projected onto the intraoperative image of the operated patient, and then compared with the real guidewire. 2D/3D registration was implemented in order to align the preoperative 3D simulation with the 2D intraoperative images. The 2D intraoperative centerlines were extracted from a frontal digital substraction angiography (DSA) performed at the beginning of the procedure. The image included the entire abdominal aorta and the femoral arteries. When this DSA were recorded, no device able to deform the aortoiliac structure was present within the arteries. Following DSA acquisition of the DSA, the lunderquist was inserted until its final
position with no displacement of the c-arm. This protocol allowed the registration between the preoperative 3D centerlines extracted from the CTA and the 2D intraoperative centerlines extracted from the undeformed DSA. The geometrical transformation between the preoperative 3D coordinate system (CTA) and the intraoperative 2D coordinate system (fluoroscopy) was estimated using a feature-based similarity measurement, based on the distances between the centerlines of the vascular structures computed in the intraoperative image\textsuperscript{1,21}. It was then possible to use this transformation to make a projection of the simulated guidewire superimposing it onto the 2D fluoroscopy image of the real guidewire. Thus for each patient, the simulation was assessed on the basis of two errors (Fig. 4). The first of these was the error associated with the registration procedure, which was calculated from the mean distance (Euclidean 2D distance) between the centerlines on the preoperative 3D image and those on the 2D intraoperative image. The second error was that associated with the simulation, which was computed by measuring the mean distance between the simulated and real guidewires. These distances were obtained from a distance map.

For the first 10 patients in this series (group A), the simulations were adjusted according to the outcomes they produced, thus allowing the model parameters to be tuned. In this training group, the location and the value of the elastic supports were adjusted interactively to minimize the simulation error. For the last 4 patients (group B), this model was applied with no retroactive corrections.

**Quantification of the deformations**

Using the simulation specific to each patient, which was initially parameterized and validated by comparison with the intraoperative data, the guidewire deformations were quantified by displacing equidistant points (20 mm) of the undeformed structure's centerline onto the deformed structure, as shown in Fig. 5. For each patient, the length of the displacement vector, between equivalent points on the deformed and undeformed centerline, in addition to its (x,y,z) coordinates and the computing time needed for the simulation, were recorded. For each segment of the aorta and the iliac arteries, the preoperative, intraoperative, and post-operative lengths were measured.

The data are represented by: the mean ± standard deviation for quantitative variables; their number and percentage for qualitative variables. Registration and simulation errors were compared between groups using the Mann-Whitney test. Correlations between variables were determined using Spearman's rank correlation coefficient. For the full set of analyses, a value of \( P < 0.05 \) was considered to be significant.
Results

The mean values of the variables relevant to sizing are presented in Table 1. The value of the maximum aneurysm diameter was 54.8 (first quartile 51.3 mm, third quartile 56.8 mm).

Registration and simulation errors

The average value of the registration error was 1.5 ± 0.4 mm, a maximum value of 2.2 mm was found in patient 5, and a minimum value of 0.9 mm in patient 8. The registration error (Table 3) was significantly correlated with the aortic neck angulation (P=0.016) and the AAA tortuosity index (P=0.014). There was no difference between the registration error in groups A and B (1.6 ± 0.4 mm and 1.3 ± 0.3 mm respectively, P=0.20) (Table 4).

The mean error associated with the simulation (including the registration error) was 2.3 ± 1.1 mm for the full set of patients, with a maximum of 4.8 mm for patient 11 and a minimum of 0.9 mm for patient 1 (Table 2). This error was significantly correlated with the maximum angle of the iliac axis (P=0.046) and the tortuosity index of the aortic neck (P=0.047) (Table 3). The mean computing time for the simulation (Table 2) was 20.7 ± 8.2 minute (minimum 12.4; maximum 38.2 minutes). For example, time for the entire process was 15 minutes for data extraction, 18 minutes for simulation and 2 minutes for registration (patient 10). There was no difference between the simulation errors in groups A and B (2.1 ± 0.9 and 2.8 ± 1.7 respectively, P=0.83) (Table 4). Based on the superimposition of the deformed volume onto the intraoperative imaging (Fig.6), a qualitative assessment of the results of the simulation showed that the real guidewire was plausibly placed into the deformed artery compared to the preoperative (non deformed) volume for each patient.

Values of the elastic supports

The simulation error in group A was optimized by adjusting the values of elastic supports, as described in the following. A value of 5.10⁻³ N/mm³ was determined for the elastic support between the aorta and the spine. This value was then readjusted taking the distance between the aorta and the spine into account. The elastic support was weighted by a coefficient, determined as a function of the distance between the aorta and the spine, equal to 1 when the distance was touching the spine and 0 when their separation was equal to the aortic neck diameter. Between 0 and 1, the relationship was assumed to be linear. The values of the elastic supports between the aortic bifurcation and the iliac bifurcation were adjusted as a function of the calcification grade, and were as follows: 1.10⁻³ N/mm³ for grade 0 or 1.25.10⁻³ N/mm³ for grade 2, and 5.10⁻³ N/mm³ for grade 3.
Quantification of deformations

The mean displacement was 0.7 ± 0.3 mm at point P2, 1.4 ± 0.8 mm at point P3, 1.4 ± 1.1 mm at point P4, and 10.2 ± 3.3 mm at point P5 (or P6). Figs. 7-10 provide the total displacement length (norm of the displacement vector of a point, from the undeformed mesh to the deformed mesh), and along the x, y and z axes. This length is given for all points on the mesh, from the upper extremity of the studied volume (i.e. the coeliac aorta, used as the origin of the graphical reference system) to the lower extremity (i.e. the common femoral arteries). Fig. 7 shows that the greatest displacement occurred at the level of the external iliac arteries, followed by the common iliac arteries. At the level of the aortic neck (P2-P3) and the aneurysm (P3-P4), the displacement was small in all directions (x, y or z in Figs. 8, 9 and 10). Fig. 8 shows that displacements along the x axis were mainly "positive" at the iliac arteries, corresponding to a displacement towards the anatomic midline of the aortoiliac structure. Fig. 9 shows that the displacement of the iliac arteries was mainly "negative", corresponding to a rearward movement. Fig. 10 shows that the displacements of the iliac arteries varied along their length. At the level of the common iliac arteries, the displacement was "positive", i.e. upwards. At the level of the external iliac arteries, the displacement was "negative", i.e. downwards.

Discussion

In this study we present for the first time a technique for the quantification of anatomic deformations during EVAR procedures, thanks to the use of "patient-specific" numerical simulations. Other applications of finite element simulations have been proposed, for the placement of a stent in the context of EVAR procedures\textsuperscript{22}, or in the peripheral vessels\textsuperscript{23-27}. The main purpose of these prior applications was to study mechanical stresses between the stent and vessel wall during the placement of the former in pathological vessels. The geometry of the arteries, as well as the values of the material properties were not based on patient-specific data, but on standard values found in the literature. In our study, each simulation took the patient's geometry into account, and the material property values (Young's modulus) were adapted according to the arterial wall quality of the patient's arteries.

In order to propose a preliminary model, various simplifying hypotheses were made. Our approach involved finding a suitable compromise between a very accurate simulation and
a less accurate simulation suitable for use in a clinical environment. The aim of the present study was thus to assess the clinical feasibility and usefulness of the proposed technique. Although the model proposed here could clearly be upgraded in future developments, our initial research shows that this technique can be used in clinical applications and is compatible with the current practice.

Indeed, one of the limitations of the present study is the absence of the aneurysmal thrombus and the surrounding tissues in the description of the aortic wall and the boundary conditions. The presence of the thrombus could influence the aortic wall thickness, especially in the vicinity of the aneurysmal sac. Even if the thrombus were not considered, its biomechanical properties could be applied to the mesh. Moreover, the thrombus is located in the aneurysmal sac where the lumen is very wide. Very frequently, the guidewire is not in contact with the aortic wall in this aortic segment. Finally, although neither the thrombus nor variations in aortic wall thickness were taken into account, the results of the simulation appear to be acceptable, with respect to the given clinical issue.

Several simulation trials, not described in detail in this study, were made in order to find the most robust method. One of the methods involved running a simulation, which reproduced the chronology of the intervention, i.e. the progressive insertion of the guidewire from the femoral access to the thoracic aorta. This method would have considered the frictional forces due to the device insertion. But this method was not robust and had a high computing cost as a consequence of the large number of equations to be solved (in terms of guidewire-wall contacts), at each "step" of the guidewire's insertion. In view of these limitations, a pragmatic approach was adopted, focusing on the main clinical issue addressed in this paper, i.e. the prediction of intraoperative tissue deformations when the guidewire is fully inserted prior to deployment of the stentgraft.

In our study, the biomechanical properties of the vessels obeyed a linear elastic model\textsuperscript{28, 29}, whereas a hyperelastic model\textsuperscript{30} has often been reported by other authors\textsuperscript{31-35} for the modeling of vascular tissue behavior. Nevertheless, Scherer et al\textsuperscript{8} have shown that a linear elastic model could also be used in simulations describing arterial behavior during stent placement. More importantly than the biomechanical laws of materials, the boundary conditions have a non-negligible influence on the outcome of the simulation. The use of elastic supports, in an attempt to model the stresses induced by anatomical interactions between arteries, was not based on known or previously studied data. By consulting the expert knowledge of surgeons, it was possible to localize these constraints. Since no data could be
found in the literature on this topic, it was necessary to adjust the initially used stress values to the first set of data derived from the patients in group A. The four following patients (group B) allowed us to test the predictive nature of the model. This appears to have been well adjusted, since there was no difference between the two groups in terms of registration and simulation errors. These results must of course be confirmed with a larger number of patients.

Our results show that even though it was small, the registration error was correlated with aortic neck angulation. Carrel et al\textsuperscript{2}. have emphasized the limitations of rigid registration in the case of tortuous necks. Beyond an angulation of 30°, the deformation imposed by guidewires and delivery systems was too significant, and this study showed a significant difference between the two groups in terms of registration and simulation errors. These results must of course be confirmed with a larger number of patients.

Our results show that even though it was small, the registration error was correlated with aortic neck angulation. Carrel et al\textsuperscript{2}. have emphasized the limitations of rigid registration in the case of tortuous necks. Beyond an angulation of 30°, the deformation imposed by guidewires and delivery systems was too significant, and this study showed a significant difference between the two groups in terms of registration and simulation errors. These results must of course be confirmed with a larger number of patients.

Our results show that even though it was small, the registration error was correlated with aortic neck angulation. Carrel et al\textsuperscript{2}. have emphasized the limitations of rigid registration in the case of tortuous necks. Beyond an angulation of 30°, the deformation imposed by guidewires and delivery systems was too significant, and this study showed a significant difference between the two groups in terms of registration and simulation errors. These results must of course be confirmed with a larger number of patients.

In the case of the technique described here, only the displacement of the centerline was assessed. The displacement of each individual point on the mesh was not analyzed, and for this reason it would have been very difficult to draw any conclusions on possible displacements of the renal and visceral ostia arteries. In current practice, the superior and inferior movements of the renal arteries, in particular for the case of a coronal view, are determinant when it comes to avoiding renal coverage during deployment. If more detailed knowledge of this movement is required, the simulation will also need to model the stentgraft sheath. Such a full simulation would also involve longer computing times.

As mentioned in the introduction, sizing is currently carried out using an undeformed anatomy. Although the present study describes a technique which can be used to quantify deformation during EVAR, it is difficult to conclude that sizing should be performed on a deformed anatomy. It is not known whether the aortoiliac structure returns to its anatomical shape after deployment, especially in the case of challenging anatomies (calcified and tortuous cases), for which simulations could be of considerable added value. There is currently no information in the literature concerning the deformations induced by the stentgraft alone. Indeed, the vascular lumen and the position of the aortic bifurcation are considerably modified as a consequence of the shape of the stentgraft. One way to deal with this issue could be to objectively evaluate the deformations produced in the aortoiliac
structure, during the pre-, per- and post-operative phases. The technique described in this study, based on patient-specific finite element simulations, is the first step towards achieving a better understanding of these issues.

Finally, another limitation of this study is its validation at only one angle of incidence. Indeed, the model is evaluated here only through the use of a 2D fluoroscopic image. Although the error arising from registration and simulation is small, it is important that these results be confirmed using a minimum of two incidence angles. This will be the subject of further studies.

**Conclusion**

Our results showed the feasibility and reliability of numerical simulation of device/tissue interactions during EVAR. This work could be used to preoperatively quantify and predict deformations. Beyond preoperative stent graft sizing, and combined to a 3D/2D rigid registration process, it could be used to overlay pre-computed deformed 3D CTA data onto 2D fluroscopy images, thus providing an accurate augmented-reality tool to improve intra-operative stent-graft placement. This preliminary study needs to be confirmed with a larger population representing various anatomies, especially challenging ones.
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TABLES

Table 1: Mean lengths (L1: preoperative, L2: intraoperative, L3: postoperative) of each segment of the aortoiliac structure. The tortuosity index (T) and angles for each are measured on the preoperative CT.

<table>
<thead>
<tr>
<th>Segment</th>
<th>L1 (mm)</th>
<th>L2 (mm)</th>
<th>L3 (mm)</th>
<th>T (°)</th>
<th>Grade</th>
<th>Ca (°)</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aortic neck</td>
<td>33.8 ± 16.9</td>
<td>34.1 ± 16.7</td>
<td>32.2 ± 16.4</td>
<td>1.1 ± 0.1</td>
<td>Grade 0</td>
<td>32.1 ± 17.7</td>
<td></td>
</tr>
<tr>
<td>Aneurysm</td>
<td>82.4 ± 18.1</td>
<td>82.1 ± 17.9</td>
<td>78.4 ± 15.7</td>
<td>1.1 ± 0.05</td>
<td>Grade 1</td>
<td>148.2 ± 15.5</td>
<td></td>
</tr>
<tr>
<td>Common iliac artery</td>
<td>67 ± 10.8</td>
<td>59.5 ± 10.8</td>
<td>63.8 ± 11.2</td>
<td>1.1 ± 0.1</td>
<td>Grade 1</td>
<td>146.9 ± 13.8</td>
<td></td>
</tr>
<tr>
<td>External iliac artery</td>
<td>130.9 ± 28.2</td>
<td>108.6 ± 23</td>
<td>130 ± 23.2</td>
<td>1.2 ± 0.2</td>
<td>Grade 0</td>
<td>119.4 ± 10.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Values of the registration and simulation error for each patient.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Registration error (mm)</th>
<th>Range</th>
<th>Distance between stiff wires (mm)</th>
<th>Range</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7 ± 1.4</td>
<td>0-5.4</td>
<td>0.9 ± 1.5</td>
<td>0-2.7</td>
<td>19.2</td>
</tr>
<tr>
<td>2</td>
<td>1.8 ± 1.4</td>
<td>0-6.2</td>
<td>2 ± 1.1</td>
<td>0-4.9</td>
<td>15.6</td>
</tr>
<tr>
<td>3</td>
<td>2 ± 1.6</td>
<td>0-6.5</td>
<td>1.7 ± 1.3</td>
<td>0-4</td>
<td>27.1</td>
</tr>
<tr>
<td>4</td>
<td>2 ± 1.8</td>
<td>0-8.1</td>
<td>2.1 ± 1.2</td>
<td>0-6.1</td>
<td>16.6</td>
</tr>
<tr>
<td>5</td>
<td>2.2 ± 2</td>
<td>0-7.8</td>
<td>1.9 ± 1.3</td>
<td>0-4</td>
<td>13.6</td>
</tr>
<tr>
<td>6</td>
<td>2.1 ± 1.5</td>
<td>0-7.6</td>
<td>4.1 ± 1.3</td>
<td>0-</td>
<td>38.2</td>
</tr>
<tr>
<td>7</td>
<td>1.1 ± 1</td>
<td>0-6</td>
<td>2 ± 0.9</td>
<td>0-4.4</td>
<td>13.2</td>
</tr>
<tr>
<td>8</td>
<td>0.9 ± 0.9</td>
<td>0-5.9</td>
<td>1.8 ± 1.3</td>
<td>0-5</td>
<td>28.7</td>
</tr>
<tr>
<td>9</td>
<td>1.4 ± 1.1</td>
<td>0-6.7</td>
<td>3 ± 1.7</td>
<td>0-6.8</td>
<td>12.7</td>
</tr>
<tr>
<td>10</td>
<td>1.2 ± 0.9</td>
<td>0-4.3</td>
<td>1.5 ± 1.4</td>
<td>0-6.8</td>
<td>18.7</td>
</tr>
<tr>
<td>11</td>
<td>1.2 ± 0.9</td>
<td>0-5.1</td>
<td>4.8 ± 2.6</td>
<td>0-9</td>
<td>12.4</td>
</tr>
<tr>
<td>12</td>
<td>1.6 ± 1.2</td>
<td>0-7.6</td>
<td>1.4 ± 0.8</td>
<td>0-4.8</td>
<td>31</td>
</tr>
<tr>
<td>13</td>
<td>1 ± 0.8</td>
<td>0-3.6</td>
<td>1.5 ± 1.2</td>
<td>0-5.1</td>
<td>27.1</td>
</tr>
<tr>
<td>14</td>
<td>1.4 ± 1</td>
<td>0-7.8</td>
<td>3.5 ± 1.6</td>
<td>0-6.2</td>
<td>16.3</td>
</tr>
</tbody>
</table>
Table 3: Correlation coefficient (r) between the sizing and the results of the simulation (1: aortic neck, 2: aneurysm, 3: common iliac artery, 4: external iliac artery)

<table>
<thead>
<tr>
<th>Registration error</th>
<th>Distance between guidewires</th>
<th>Maximum aortic displacement</th>
<th>Maximum iliac displacement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle 1</td>
<td>r=0.66</td>
<td>r=0.28</td>
<td>r=0.33</td>
</tr>
<tr>
<td>P=0.016</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Angle 2</td>
<td>r=-0.49</td>
<td>r=0.05</td>
<td>r=0.33</td>
</tr>
<tr>
<td>NS*</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Angle 3</td>
<td>r=0.27</td>
<td>r=0.04</td>
<td>r=0.12</td>
</tr>
<tr>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Angle 4</td>
<td>r=-0.36</td>
<td>r=-0.54</td>
<td>r=-0.43</td>
</tr>
<tr>
<td>NS</td>
<td>P=0.046</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>T1</td>
<td>r=-0.03</td>
<td>r=0.54</td>
<td>r=0.32</td>
</tr>
<tr>
<td>NS</td>
<td>P=0.047</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>T2</td>
<td>r=0.6</td>
<td>r=-0.2</td>
<td>r=0.05</td>
</tr>
<tr>
<td>P=0.015</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>T3</td>
<td>r=-0.04</td>
<td>r=0.35</td>
<td>r=-0.14</td>
</tr>
<tr>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>T4</td>
<td>r=0.04</td>
<td>r=-0.06</td>
<td>r=0.59</td>
</tr>
<tr>
<td>NS</td>
<td>NS</td>
<td>P=0.03</td>
<td>NS</td>
</tr>
</tbody>
</table>

Table 4: Registration and simulation error in group A and B

<table>
<thead>
<tr>
<th></th>
<th>Total (n=14)</th>
<th>Group A (n=10)</th>
<th>Group B (n=4)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration error (mm)</td>
<td>1.5 ± 0.4</td>
<td>1.6 ± 0.5</td>
<td>1.3 ± 0.3</td>
<td>0.20</td>
</tr>
<tr>
<td>Simulation error (mm)</td>
<td>2.3 ± 1.1</td>
<td>2.1 ± 0.9</td>
<td>2.8 ± 1.6</td>
<td>0.83</td>
</tr>
</tbody>
</table>
FIGURES

Figure 1: Key points in the preoperative sizing

Figure 2: Aortoiliac surface reconstructed (on the left) and aortoiliac mesh generated (on the right)
Figure 3: Steps of the simulation (left to right): The guidewire is strained on the vessel centerline and then relaxed to obtain an equilibrium state.

Figure 4: Registration error: mean distance between preoperative 3D centerlines (red) and 2D intraoperative centerlines (blue). Simulation error: mean distance between simulated guidewire (yellow) and real guidewire (black).
Figure 5: Deformations are quantified from the displacement vector between equivalent points on the undeformed (blue) and deformed (red) centerline and its x,y,z coordinates.

Figure 6. Preoperative volume overlayed (left) onto intraoperative 2D fluoroscopy imaging with the stiff guidewire (in the left iliac artery). On the right, the guidewire is into the left iliac artery of the deformed volume.
Figure 7. Total length displacement of each point of the centerline along the aorta

Figure 8. Length displacement of each point of the centerline along the aorta on the x-axis
Figure 9: Length displacement of each point of the centerline along the aorta on the y-axis

Figure 10: Length displacement of each point of the centerline along the aorta on the z-axis